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A bit of context..

The Slide taken from EPS-HEP 2019 Conference, presentation by M.Habermehl 
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Electromagnetic Showers in a HEP Experiment 

•Incoming particle initiates the showers and secondary particles are produced
•These secondary particles further produce other particles until the full energy 

is absorbed

This is one type of EM calorimeter : so-called sampling calorimeter
➡ Consists of alternating layers of passive absorbers and active detectors
➡ Only fraction of particle energy deposited 

Picture : https://www.hephy.at/fileadmin/user_upload/VO-6-Calorimeters.pdf



Shower Simulation

4

• Particle showers in the calorimeter are simulated by Geant4 

‣ State of the art : First principle physics based simulation

• CPU intensive; due to large number of interacting particles 

Enormous amounts of CPU time could be potentially saved!

Goal : Reproduce shower simulations with a faster, 
powerful generator; based on state-of-the-art 

machine learning techniques



Data
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1 event

ILD ECAL

•Simulation is done by Geant4 

•Shooting photon perp. to ECAL

‣ 85k photon showers

‣ Photon energy (10 - 100 GeV)

‣ 30x30x30 pixels 

‣ For now: Sum along the beam direction 

➡ 30 x 30 images



Generative Adversarial Networks (GAN)
Consists of two networks playing min-max game :

- Generator learns to fool the discriminator 
- Discriminator learns to distinguish fake or real images
- Continuous feedback between them. Both tries to get better 

source : https://sthalles.github.io/intro-to-gans/
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arXiv:1701.07875v3



Wasserstein GAN (WGAN)
a GAN trying to minimise EMD between the real and generated distributions: 
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critic is trained to 
learn f(x) to help 
compute EMD distance 

Slide from Gregor Kasieczka
1st Pan-EU stat. school, last week @DESY

during the training: 

Kantorovich-
Rubinstein

duality! 
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Variational AutoEncoders (VAE) 

• It learns features by compression and reconstruction
• Introduces latent space consisting of Gaussian distributions
• Regularised latent space allows image generation



Training on maxwell cluster with Docker + Singularity 
Purpose : To package up an application with all of the parts it needs, such 
as libraries and other dependencies, and ship it all out as one package
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## create an instance
singularity instance start --nv docker://engineren/pytorch:custom train-GAN 

## start the container
singularity run instance://train-GAN python train.py

docker://engineren/pytorch:custom
instance://train-GAN
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Results
Generated showers : by-eye comparison!
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Quality Assurance 
Need to ensure that our showers are as good as those from Geant4
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Conclusion and Outlook 

Application of generative models to EM shower simulation in 
progress!

   Outlook : 
• Continue to explore shower shape variables. 
• Go for 3D showers (i.e images 30x30x30)
• Adversarial VAE 
• WGAN-GP and energy regressor 
• Add standard (vanilla) GAN  
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Backup
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CaloGAN : Energy distribution of generated showers

???


