B

The October Exercise

Site Perspective & Computing View

Christoph Wissing
CMS Hamburg Meeting
November 18", 2009

Contents:

- Introduction CMS
» Experience with jobs gy
* Data transfers |

« Summary —




Computing Model -

Simplified view:
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- either T2 or T3 at Tier-3 Langestd oty
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Note: - T3 not strictly defined
- “Anything beyond T2”

http://indico.cern.ch/getFile.py/access?contribld=21&sessionld=0&resld=7&materialld=slides&confld=71193
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¢ October Exercise (OctX)
- A bit more then a gap filler

+ Full analysis exercise on the distributed infrastructure
- Mainly run by physics groups

+ Final test before (expected) beam operations

+ Still time to fix urgent matters before it gets really serious
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Physics Week In Bologna:-

October exercise: Main Goals

* Deploy the Tier-2 analysis model
* Train people to do all of the tasks that are needed to enable individuals,
groups, and CMS as a whole to efficiently access and analyze data.
* Scale-test (October gt -19t)

» Approximate the situation we will face with early data with all groups doing
key analyses simultaneously

= Ta-T2transfers of (pseudo) Secondary Datasets
- Widespread use of CRAB server (very important to address issues)
= Group Skims of SDs by ~2 high priority users from each group
= T2-T2transfers by some groups
= T1-T2 subscriptions of MC samples by all groups
= Analysis jobs exercising early analyses by as many people as possible
» See if we can correct problems, overcome obstacles, eliminate bottlenecks
during an intense two week period...

* Post-mortem
» Review what has been learned and iterate ahead of data-taking
» Continue to work on improving the system continuously
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Deployment CMSSW_3_1_-
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Time after 1st job submit [h]

Improvement of deployment tools ongoing (Wolf Behrenhoff) I
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Job Activity in 2009

Submitted jobs
292 Days from Week 52 of 2008 to Week 42 of 2009

200.000 ) ) ) ) ) ) ) ) ]
OctX
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T2 UK _London_IC
[1T2_ES_IFCA
M T2 _US_Nebraska
[ T2 _HU Budapest
B T2 _FR_IPHC
T2 CH_CSCS
B T2 _PT_LIP Lishon
B T2 RU_ITEP
M T2 RU SINP
B T2_UK_SGrid_Bristol

WmT2_Us _UCsD WT2 _US Caltech W T2_FR_CCINZP3 T2 US Wisconsin
WT2_TW_Taiwan [[IT2_Us_Florida T2 IT Legnaro T2 ES CIEMAT

W72 IT Rome BTZ FR_GRIF_LLR BTz US Purdue BTz DE RWTH

T2 _us mMIT WT2_IN_TIFR B T2_DE_DESY M T2 IT Bari

BTz AT Vienna [[IT2_BR_UER] [[1T2_EE_Estonia T2 1T _Pisa

W T2 RU_RRC_KI [[1T2_CN_Beijing B T2_KR_KNU M T2_RU_JINR

BTz BE_IIHE BTz FR_GRIF_IRFU M T2_UK_London_Brunel T2_UK_SGrid_RALPP
B T2_BE_UCL BT2_FI_HP [1T2 PT_NCG Lisbon [[T2_PL_Warsaw
@T2 TR_METU BT2 BR_SPRACE [1T2 UA KIPT [l T2 RU_PNP

[ T2_RU_IHEP WT2 RU_INR W T2_PK_NCP B T2 PT_LIP_Coimbra

Maximum: 180,176 , Minimum: 0.00 , Average: 37,176 , Current: 55,901
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Jobs At DESY during Oct)-

. - i
Weesk 38 Week 39 Week 40 Weesk 41

O atlas O biomed W calice M cms Ml dech W desy
B dgtest [Odteam B geant M hermes [Ohone ©ice ©Hilc
Oildg MWops Oxfel Oxray [Mzeus W TotalSlots

¢ Various CMS job types:
- OctX (priority + some user)
- Production
- Usual user analysis
- German users

¢ Far beyond CMS share
- CMS targert: ~1/3

¢ Quite some CPU deployed
- 2000 cores to 3000 cores
- Sufficient to serve all 2010
pledges

¢ Many VOs active

i) [6]3] o7 o8 [al=] 1@
VO:cms [ ana ger [Hprd Msgm Busr

7
“priority user”:
Production user for physics groups
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jobs per activity

analysis{
productiont 11
jobrobot § i
privateproduction More then 80k jobs in total:
unknown] - Production & JobRobot o.k.
cleanup) - Analysis rather bad
o o sumber jobs o o o
[] submitted app-succeeded applicationfailed [ sitefailed [§] aborted cancelled app-unknown pending running

Many sites got hit badly at the start of the exercise
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Global Job Success Rate-‘
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Analysis MC Production JobRobot

¢+ Global observation:
Acceptable success rates for production & JobRobot
Bad success rates for analysis/user jobs

+ Analysis Operations group
Understand the reasons
Teach users to improve their efficiency

Identify weaknesses in the global approaches
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Data Transfers

a0

CMS PhEDExX - Transfer Rate
45 Days from 2009-09-06 to 2009-10-21
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Routine Operation

- No attempt to push limits
- Good quality

T2-T2 moderate
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Time
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W T1_DE_KIT_Buffer [ T1_DE_FZK_Buffer I T1_FR_CCINZP2_BEuffer [ T1_CH_CERN_Buffer
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2009-00-23 2009-09-26 2009-008-289 2009-10-02 2009-10-05 2009-10-08 2008-10-11 2009-10-14 2009-10-17 2009-10-20 20009-09-23 2009-098-2&6 2009-09-29 2009-10-02 2009-10-05 2009-10-08 2008-10-11 2009-10-14 2000-10-17 2009-10-20
Time Time
W T2_US Caltech LI T2_Us_MIT 11 T2_BE_IIHE W T2_DE_RWTH 1 T2_ES_IFCA W TZ_US UCSD | T2_Us_miT 11 T2_US _Caltech

W T2_US_MNebraska

[ T2_FR_IPHC W T2_US_UCsD

Maximum: 18.90 MB/s, Minimum: 0.00 MB/s, Average: 2.99 MB/s, Current: 0.02 MB/s

W T2_FR_CCINZP3

W T2_DE_RWTH 111 T2_US_Nebraska

Maximum: 40.80 MB/s, Minimum: 0.00 MB/s, Average: 2.28 MB/s, Current: 40.80 MB/s
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Forward

From Node | To Node —- T2_BR_UER] T2_DE_DESY T2_US_ Wisconsin
T2_BR_UERJ
T2_DE_DESY

T2_USs_Wisconsin

JetMET (not seriously started T2-T2 links)
From Node | To Node — T2_DE_DESY T2_FI_HIP T2_KR_KNU T2_RU_ITEP T2_US_Purdue

T2_DE_DESY
T2_FI_HIP

T2_KR_KNU
T2_RU_ITEP
T2_US_Purdue

QCD

From Node | To Node - T2_DE_DESY T2_FR_CCIN2P3 T2_US_Caltech T2_US_MIT

T2_DE_DESY
T2_FR_CCIN2P3
T2_US_Caltech
T2_US_MIT

T2_FR_IPHC T2_US_Nebraska T2_US_UCSD

From Node | To Node — T2_BE_IIHE T2_DE_DESY T2_ES_IFCA

T2_BE_IIHE
T2_DE_DESY
T2_ES_IFCA
T2_FR_IPHC
TZ2_US_Mebraska

T2_US_UCSD
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Tier-2 Storage Organizati-

/store/data/...

/store/mc/...

Registered in Global DBS
Management & accounting via Phedex
Only writable by privileged production users New ’rr'ansfer' service

- Approval needed
- Merging of small files
- Used in OctX for the 1°" time

/store/results/<PAG>

Registered in Global DBS
Injected in Phedex

Only writable by privileged production user
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StoreResult Service 1% 2 days — last 2-‘

jobs per site

TZ_IT_Legnarof

T2 IT Pisaf

TZ_US_Purduet

“2_FR_GRIF_LLR}

T3_IT_Padovat

T2 ES_IFCAf

T2_IT Barif

T2 _DE_RWTH]
T2_US_Florida

T2 ES_CIEMAT{
]
d

|:| submitted

25

app-succeeded

100 125 150 175 200

number of jobs

50 75

application-failed . site-failed . aborted cancelled app-unknown pending running

jobs per site

T2 Us MIT]

TZ_IT_Legnarot

T2_US_Caltech{

T2 _DE_RWTH{

T2_ES_IFCA]

T2 US_UCSDY

T2_US_Floridaf

T2 DE_DESY{

T2 FR_CCINZP3{

T2_FR_GRIF_LLR-
T2_ES_CIEMAT
unknown

-l

Quite some progress!

|:| submitted

75

app-succeeded

100 125 150 175

number of jobs

50 75

application-failed . site-failed . aborted cancelled app-unknown pending running
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Statistics & a bit of PostMorte-

¢ 77 exercise in over 500 steps were planned
- 45 finished 100% during OctX
- Another 7 almost finished (99% done)
- 80% of all steps done

¢ 230 people actively participated

¢ 2000 data sets subscribed to Tier-2s before OctX
- ~900TB transferred

- Quite some effort to prepare secondary datasets
[DataOps in “hero mode” some weeks before the exercise]

Introduced CRAB client that

¢ M a ny d eve I o p me nt ite ms p en d i n g checks against common user errors before job submission.

- Improve on CRAB stageout component e —

- Big source of trouble in OctX

On Day 8 of Exercise

A
Introduced new CRAB client )\/ \
4

- WMAgent should solve many things o P
i - e — s
- Still a development project 1008
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B Physics
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= Outlook

p The Computing Project believes we are ready for the start of
collision data

p There are open issues, some of which can be addressed in the final
weeks and some will need to be worked around

p We need an agreement of the total expected data rate and an
understanding of the expected rate per PDS (and an understanding of

the trade-offs for some scenarios)

p We believe we can analyze data, but important issues were identified in
the Oct Ex, not all of which can be fixed in the short term
p TheTier-Is,Tier-2s,and a growing number of Tier-3s are ready for
running
P We still see stability issues, but redundancy in the early run will alleviate
some issues

p Good team of CAT-A, CSP, CRC, and Analysis Ops Shifters though

more effort will be needed for long running.

11 1/09 Computing Readiness Review

Summary (lan's Outlook) -

November, 2009 Christoph Wissing - DESY
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Backup Slides U G%
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CRAB Server -

- “1 Input from
rrr ‘*\ /store/data/
CRAB E""’;
Access to Official Ay = Eventually output to
hN _ 4 /store/funmerged
] d
Job Specifications : a"st::'::'tmp
" Job Status :
1 Remote
T ' Stage-out
Tae : Remote stage-out critical
'?baf}s“u E Files - Scaling of remote SE
Ay .F;Hn ! Registered in Try asynchronous mode
’bd%‘un ¥ Local Scope DBS - To be commissioned
& ~a - Not trivial to implement
CRAB Servers: Tl Output to
Bari, Legnaro, CERN (in setup) ) Istore/user!

IN2P3 (Higgs group), RWTH (test)

Overall concept:
- - How many servers needed?
- Who runs/supports them?
- User distribution (region vs. group)?
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