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Grid UI on EL7 systems

• History:

• the Grid UI (voms-proxy-* etc) was set up from a CVMFS location at CERN

• Problem: relying on a 2.7 Python

• Conflicting with user setup of 3x Python

• Last month:

• Grid UI setup remains like this on SL6 (since Python 2.7 anyway, and will disappear in 6 month)

• Grid UI setup has been removed on EL7 (WGS)

• Note: Grid commands can be set up via 'source 
/cvmfs/grid.desy.de/etc/profile.d/grid-ui-env.sh’

• Next week

• Removing the automated Grid UI setup on EL7 WNs also
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Covid-19 computing, the general and the special case

• General:

• DESY contributing via Folding@Home and Rosetta@Home, on its Grid ressources in HH and ZN, partly 
via the WLCG combined effort of ATLAS and CMS. In addition, F@H and R@H are run as backfil in the 
HPC clusters Maxwell/HH and PAX/ZN. Zeuthen also provides some backfill on GPUs

• The Maxwell cluster also hosts analysis of Corona virus X-ray data from Petra-III

• There is a news article in preparation to be published on www.desy.de Done

• Special case: the NAF

• Since GPUs are much more efficient at the current computational tasks, the NAF GPUs will be made 
available

• Status: Dedicated Arc-CE has been set up, and integrated into NAF/BIRD. Currently undergoing final 
tweaking
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Article: Accessible via www.desy.de

• https://www.desy.de/aktuelles/news_suche/index_ger.html?openDirectAnchor=1833&two_columns=0
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Up next:

• The whole activity has gained visibility also within the directorate

• Difficult to explain why DESY participates in several activities, and also goes under the umbrella of
WLCG/CERN

• Wish to come up with another description, e.g. a „counter“ on a webpage with something like:

NUC: IT Status | Yves Kemp, 11.06.2020

Covid-19 Compute @ DESY
Contribution on 9.6.2020: NN CPU-Hours
(equivalent to MM laptops) ... X% of the central
DESY compute power

Contribution since 1.4.2020: XX CPU-Hours
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Citing the DESY compute infrastructure

• Members of Helmholtz institutes must cite LK-II infrastructures used for their work

• (that is at least what I understood ... I might be wrong on the details)

• Citation: A real journal, not only conference proceeding

Working on the reference:

• The NAF (and DESY Grid, and Maxwell, and DESY dCache infrastructure) do not have such a reference

• Plan: Expand the IDAF/beyond HEP paper for CHEP (combining Grid & NAF & Maxwell & associated
storage) to something that can go into Springer Computing and Software for Big Science

And then getting people to use the citation ...
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https://www.springer.com/journal/41781/

