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Caveat:

This is just a rough collection of information | gathered in the last 24h, there are clearly
some holes. But it’s a start of.. well, something. | can share this with anyone to add
missing information, plots etc.



Introduction, aims

There are quite a few COVID related computing activities going on at DESY
o | thought yesterday about giving Yves a slide about COVID for this meeting, describing the
COVID running on the NAF GPUs (which ATLAS is submitting centrally)
o But then thought we should compile all information in one place: this “talk” is start of that

As far as | know, this is a complete list of Covid-19 research running on DESY resource (not
including individual users, running e.g Folding@Home on a personal GPU)
o Folding@Home

ATLAS CPUs: WLCG resources, around 10% of pledge, centrally submitted by ATLAS

CMS CPUs: WLCG resources, around 5% of pledge, centrally submitted by CMS
DESY-HH_GPU: Up to 10 NAF GPUs, opportunistically, submitted by ATLAS (1 of 8 GPU donors)
DESY-ZN_GPU: 104 GPU, Gridengine Farm in Zeuthen, opportunistically

DLAB_DESYZ: Mixture of CPUs and GPUs in Zeuthen DLAB

o Rosetta@Home

DESY-HH CPUs: 500 out of warranty worker nodes
DESY-ZN CPUs: Zeuthen HPC farm
Maxwell: Hamburg HPC farm
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ATLAS runs about 30k slots from
the HLT farm and another 30k slots
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Equivalent to about 10% of pledge,

shared among about 55 sites
o Tasks shared among sites, sO =
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https://codimd.web.cern.ch/s/rkRbG4jwU

CMS FeH

.10k Al CMS jobs

April 16

CMS different strategy, mainly running on HLT (60k cores)
o  See presentation by A. Perez-Calero session in May GDB

Grid sites contributing an additional 5k, incl. DESY-HH

at DESY-HH
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CMS HLT contribution to Folding @home
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- April 3rd: started tests with 1 host (48
cores). Worked on client startup script,
monitoring, logs

Timeline:

- April 8th: CPU eff watchdog
i ited (kill and restart F@H

client)

- April 9th to 15th: addition of more
racks (while most of the HLT is still
dedicated to CMS offline computing)

- April 18th: Power cut in P5

- April 21st: Power restored, decision to
donate full HLT capacity to F@H

with HT enabled
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May 6


https://indico.cern.ch/event/813747/contributions/3841764/subcontributions/304776/attachments/2033200/3403444/20200506_CMS_FH_APCY.pdf
https://indico.cern.ch/event/813747/#8-covid-19-session-lhc-experim

NAF GPUs at Hamburg

ATLAS is submitting centrally to eight
different sites with GPUs for Folding@Home
o Includes BNL, Manchester, MWT2,

INFN and QMUL

Requested to use NAF GPUs as well, to
make DESY more visible
o Effort by several people to prepare
this, both from ATLAS ADC and
DESY-IT

Employs all GPUs (up to 10), submitted by
ATLAS but is an “All DESY” contribution
o Running well since about a month
now, similar level to BNL, about ¥z of
all jobs (although not all GPUs are
equal..)
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DESY Zeuthen GPUs

DV-ZEUTHEN

Computer Center

Walliclock time by project

e A considerable number of GPUs are running
Folding@Home jobs in Zeuthen on the
GridEngine farm with a low share

e Jotal of 37 nodes of several generations with
2 to 8 GPUs, in total: 104 GPUs

e Huge impact compared to others for an
individual donor
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DLAB in Zeuthen

e DLAB in Zeuthen is running F@H on a mixture of CPUs and GPUs

e Some details:

O 2 x Xeon E5-2643 0 @ 3.3 GHz (just CPU)
B 2 x8threads

@) 1 x Xeon X5650 @ 2.67 GHz
m 11 threads on 6 CPU cores
B 1x NVidia Quadro K2200

O 1 xXeon X56650 @ 2.67 GHz
B 23 threads on 12 CPU cores
B 1x NVidia Quadro K2200

O  1xi5-8600T @ 2.3 GHz
[ | 6 threads, just CPU

12.62 Mil 7.73 Mil
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Folding@Home Summary

Team: CERN & LHC Computing
® ATI_AS and CMS are the tWO main COH’[I’ibU’[OI’S tO Date of last work unit  2020-06-11 10:57:02 Almost 10M work

Active CPUs within 50 days 1,314,380

the Folding@Home “CERN & LHC Computing” team  rmu / units processed

G“"“‘f:’:m ;{ﬁ;ﬁﬂ Team is 23rd in the
© ATLAS CPU queues Under one hame Te::nR:nking 23 of 253927 / all time F@H ranking
"ATLAS_CPU” il e rvicincys SOOI
o Similarly, CMS CPUs are under the donor
. y . n Team members ATLAS and CMS have processed
CMS-Experiment almost 6M work units
O Rank Name Credit WUs
e DESY-ZN_GPU has now overtaken CERN and is in Y e —
. 229 LHCbHLT 2,932,951,063 413,620
5th place, after the LHCb and ALICE trigger farms 280 ALCE-FLP
. . 1 Y-ZN_GP! X 097 15,033 |
e DESY-HH_GPU (NAF GPUs) is now in the top 20! Ty T T
2,245 UC_ATLAS-ML 348,135,792 241,221
e DLAB_DESYZ is up to 40th place today T T —
P — rrerrSTIE—
e The “CERN & LHC Computing” team is 23rd overall, T T T

and is in the top 5 this week: 10725 Apinwet 36801589 577

Rank Team Users | Users (Change |Change Points Points Points Points WuUs 20,221 CERN openlab 36,190,679 33.286
Overall Name Active | Total 24hr 7days 24hr Avg Update Today Total Total 20,597 ANALY_LRZ_GPU 35.441,059 2,583

1| Default (Team 0) 1,251, 2,000 12,506,095,882 | 1,447,907,695 | 2,781,083,206 52,553,861,284 1,023,875,128,120 226,533,294 21,430 ryukisai 33.763.000 208
2 | LinusTechTips_Team 19,174 106,843 3,532,153,739| 431,220,536 825,363,472 14,808,102,739 465,583,617,172 20,245,380
JHIE SIS 22,264 DESY-HH GPU 32,810,890 924 |
3| Curecoin 3,112 24,264 1,090,724,220 142,766,361 271,128,014 4,597,935,253 1,189,893,233,968 27,468,033 -
I 4| CERN & LHC Computing 126 232 +2 A 807,792,586 104,226,190 209,749,894 3,588,954,779 38,634,805,971 9,512,178 I

5/ NVIDIA Corp 54 105 +1 .4 967,215,453 104,548,569 166,181,070 3,548,012,199  46,134,761,583 741,884 8



https://stats.foldingathome.org/team/38188
https://stats.foldingathome.org/donor/90706634
https://stats.foldingathome.org/donor/79847386

Rosetta@Home contributions

e At DESY-HH:
o Running protein folding simulations via BOINC
o  Build Singularity container on CVMFS for easier deployment
m Dedicated out-of-warranty nodes with ~500 cores to Rosetta@home
m DESY significant contributor, provided ~35000 CPUhN since April

CPU Usage

e.g., utilization of batch0106 Members of HEPGridVolunteerDE
i | Name Total credit Recent average credit
1) DESY-HH ? [Founder] 25,994,361 297,015.06
2) gw666? 5,429,953 22431372
3) maxwell @ 12,571,484 163,766.44
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= batch0106.idle Avg: 15% Current: 10% == batch0106.iowait Avg: 0% Current: 0% == batch0106.nice Avg: 83% Current: 88%
== batch0106.steal Avg: 0% Current: 0% == batch0106.system Avg: 1% Current: 0% == batch0106.user Avg: 1% Current: 1%
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e At DESY-ZN: HPC farm contributing under donor name “gw666” May
e Maxwell cluster: Rosetta@Home jobs also running there
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https://boinc.bakerlab.org/rosetta/team_display.php?teamid=19443
https://boinc.bakerlab.org/rosetta/show_user.php?userid=2103922

How best to present all of this

At least from the Folding@Home point of view, it’s still true the maximum visibility is achieved as part of the
“CERN and LHC Computing” team

o Starting a “DESY” team now would be a bit futile
o Any points accrued so far cannot be transferred

Rosetta@Home is different, three contributions all from DESY to the “HEPGridVolunteerDE” team
o  Still not really visible as DESY to the outsider, and is also at a lower level

ldea to combine all these efforts (there are eight in total - any more?) into one sum
o This is tricky due to the GPU component, to find some universal metric for CPUs and GPUs
o Assuming we can solve that, produce a counter visible on the DESY webpage, something like this:

The numbers (also including
cumulative total now) are calculated
by a central IT script from information
Published every 24h by the different
contributions, for example:

o AtlasFaH:2020-06-06:101952:CPUCoreHour:2055137
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