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The intersection of quantum computing and ML is rich.
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Approaches range from traditional to near-term QC.
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Approaches range from traditional to near-term QC.
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Software plays a central role in near-term approaches.
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How can quantum computers innovate ML?

machine intelligence = data/distributions + models + algorithm/hardware
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Agenda

I QML and HEP
I Variational quantum circuits
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QML and HEP

7 / 25



A flavour of current work
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Guan, Perdue, Pesah, Schuld, Terashi, Vallecorsa, Vlimant,
Quantum Machine Learning in High Energy Physics, arxiv:2005.08582



A flavour of current work

Task: Distinguish pair of photons created by Higgs decay from uncorrelated background
events
Features: 8 measurements taken on the di-photon system
Quantum technology: Quantum annealer (hardware)
Quantum algorithm: Use QUBO to find best (0/1) weights to combine 36 simple ML
models (“weak learners”)
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Mott, Job, Vlimant, Lidar, & Spiropulu (2017), Nature, 550(7676), 375-379



A flavour of current work

Task: Particle track reconstruction
Features: Locations of hits + corresponding particles (TrackML challenge)
Quantum technology: Qubit-based quantum circuits (simulator)
Quantum algorithm: Represent hits as “tree-tensor network” quantum circuit and train
gates in the network
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Tysz, Carminati, Demirkz, Dobos, Fracas, Novotny, ... & Vlimant (2020), arXiv:2003.08126



A flavour of current work

Task: Higgs coupling to top quark pairs (ttH)
Features: 45 input events (+ PCA)
Quantum technology: Qubit-based quantum circuits (simulator + hardware)
Quantum algorithm: Variational circuit (SVM interpretation)
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Chan, Guan, Sun, Wang, Wu, Zhou, ... & Di Meglio (2019), PoS, LeptonPhoton2019, 49



A flavour of current work

Task: Classification of signal predicted in Supersymmetry
Features: SUSY data set in the UC Irvine Machine Learning Repositiory
Quantum technology: Qubit-based quantum circuits (simulator + hardware)
Quantum algorithm: Variational circuit (NN interpretation)
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Terashi, Kaneda, Kishimoto, Saito, Sawada, & Tanaka (2020), arXiv:2002.09935



Variational quantum circuits
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The first ingredient of ML is data.

(x, y) ∈ X× Y
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The second ingredient of ML is a model family.

f (x) ∈ {F}
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The third ingredient of ML is a loss.

L(f (x), y) ∈ R

y

y

x

y

x

x

12 / 25



The goal of ML is to minimise the “average” loss of the model.

E[Lf ] =
∫

L(f (x), y) p(x, y) dxdy

f ∗ = min
f∈{F}

E[Lf ]
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We can only minimise the average loss on training data.

L̂f =
∑

(x,y)∈D

L(f (x), y)

f ∗ = min
f∈{F}

L̂f
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Quantum circuits can be used as machine learning models.
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Farhi & Neven 1802.06002, Schuld et al. 1804.00633, Benedetti et al. 1906.07682



Quantum circuits can be used as machine learning models.
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The mathematics of quantum computers.
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The mathematics of quantum computers.

... ... ... ......
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1. QCs perform trainable, modular linear operations.

... ... ... ......
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2. QCs map data to high-dimensional qstates.
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3. We can train QCs.
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Quantum models are linear neural nets in feature space.
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Quantum models are linear neural nets in feature space.
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Schuld & Petruccione, Springer 2018



Quantum models are natural kernel methods.
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Quantum models are natural kernel methods.

x→ |x〉 = φ(x)
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Quantum models are natural kernel methods.

input space feature space

=
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Quantum models are natural kernel methods.
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Lloyd et al. 2001.03622
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We can compute gradients.
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Guerreschi & Smelyanskiy 1701.01450, Mitarai et al. 1803.00745, Schuld et al. 1811.11184
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Guerreschi & Smelyanskiy 1701.01450, Mitarai et al. 1803.00745, Schuld et al. 1811.11184



We can compute gradients.
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Stokes et al. 1909.02108, Kübler et al. 1909.09083, Sweke et al. 1910.01155, Ostaszewski et al. 1905.09692, ...



We can compute gradients.
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McClean et al. 1803.11173



We can compute gradients.
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Open questions...

I What models are quantum circuits?
I Are they actually useful?
I Will they perform well on larger problem instances?
I Will they perform well under noise?
I What problems are they good for?
I Is there a problem where they are exponentially better?
I How should I design a quantum model?
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...and some advice.

I Don’t compare quantum models blindly to classical ML.
I Understand the features and models you use.
I Understand what feature map your model performs.
I Think of cutting out the intermediate measurements.
I Try continuous-variable quantum circuits for HEP?
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Thank you!

www.pennylane.ai
www.xanadu.ai

@XanaduAI
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