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PaNOSC - Photon And Neutron Open Science Cloud
EGI Federated Cloud, European Open Science Cloud
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www.eosc-portal.eu
www.panosc.eu
www.egi.eu/federation/egi-federated-cloud
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DESY in the EGI Federated Cloud

DESY provides resources 
to the EGI Federated Cloud

 16 servers
320 cores, 6 TB RAM

 1.3 PB block storage
 200 public IPs 
 Self service access to ports 

22 (SSH) and (80,443 http/s)

Syncronised services  

 Accounting data
 Service discovery
 Virtual machine images
 Authentication
 Authorization
 DNS *.fedcloud.eu
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wiki.egi.eu/wiki/Federated_Cloud_user_support
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What is Cloud Native?
The Cloud Native Compute Foundation
 A sub-foundation of The Linux Foundation since 2015
 Kubernetes donated as funding project by Google 

https://github.com/cncf/toc/blob/master/DEFINITION.md

Cloud native technologies empower organizations to build and run scalable applications in modern, 
dynamic environments such as public, private, and hybrid clouds. Containers, service meshes, 
microservices, immutable infrastructure, and declarative APIs exemplify this approach.

These techniques enable loosely coupled systems that are resilient, manageable, and observable. 
Combined with robust automation, they allow engineers to make high-impact changes frequently and 
predictably with minimal toil.

The Cloud Native Computing Foundation seeks to drive adoption of this paradigm by fostering and 
sustaining an ecosystem of open source, vendor-neutral projects. We democratize state-of-the-art patterns 
to make these innovations accessible for everyone.
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The Cloud Native Landscape 

The Cloud Native Trail Map 

is CNCF's recommended 
path through

The cloud native landscape
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https://github.com/cncf/landscape/blob/master/README.md#trail-map
https://landscape.cncf.io/
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Software stack container orchestration

Infrastructure as a Service
Cloud Computing

Infrastructure as code
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Software stack container orchestration

Infrastructure as a Service
Cloud Computing

Infrastructure as code

Container as a Service
Cloud Native CI/CD

Docker registry

| Container Orchestration and GitLab CI/CD with DESY Openstack as Cloud Provider | Michael Schuh, Johannes Reppin | Sep 23 2020



Page 8

Software stack container orchestration

Kubernetes as a Service
Container Orchestration

 Kubernetes Package Manager

Infrastructure as a Service
Cloud Computing

Infrastructure as code

Container as a Service
Cloud Native CI/CD

Docker registry
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Software stack container orchestration

Kubernetes as a Service
Container Orchestration

 Kubernetes Package Manager

Infrastructure as a Service
Cloud Computing

Infrastructure as code

Container as a Service
Cloud Native CI/CD

Docker registry

Software as a Service
Container-based environments

App deployments as code
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Primary Field of Application in Cloud Computing:
Container Orchestration with Kubernetes

Source: https://www.openstack.org/software/

Openstack
 
 Used as a virtualization platform
 Not using modules for management of  

containers or bare metal servers  
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Primary Field of Application in Cloud Computing:
Container Orchestration with Kubernetes

Source: https://www.openstack.org/software/

Kubernetes (K8s)
 for containerized applications, 

automating deployment and scaling
 Using it on clusters of virtual machines
 Not using it on bare metal servers

Openstack 
 Used as a virtualization platform
 Not using modules for management of  

containers or bare metal servers  
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Software stack container orchestration

Kubernetes as a Service
Container Orchestration

 Kubernetes Package Manager

Infrastructure as a Service
Cloud Computing

Infrastructure as code

Container as a Service
Cloud Native CI/CD

Docker registry

Software as a Service
Container-based environments

App deployments as code
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 Web UI
 Version control
 Auto-scaling CI/CD
 Container Registry
 Secret Management

 per project, group
 per CI/CD job

source: https://about.gitlab.com/

GitLab CI/CD for Container and Cloud Applications 
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GitLab CI/CD for Container and Cloud Applications 

Git repositories as “single source of truth” for 
all infrastructure and application deployments

GitOps demo video and article by GitLab on 
“How To Deploy applications using GitLab CI, 
Helm and Kubernetes”:

https://about.gitlab.com/blog/2019/11/18/gitops-prt-3/
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Build Docker Images with Gitlab  CI/CD – Group Registry
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Software stack container orchestration

Kubernetes as a Service
Container Orchestration

 Kubernetes Package Manager

Infrastructure as a Service
Cloud Computing

Infrastructure as code

Container as a Service
Cloud Native CI/CD

Docker registry

Software as a Service
Container-based environments

App deployments as code
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Rancher Installs Kubernetes Components 

 Aims to be simple, fast, work anywhere
 Install VMs for node pools

 worker node type 1
 worker node pool 2
 master nodes
 ...

 Etcd demanding in disk IO rate
 Etcd on master nodes assumed to be 

stable on network block device for < 
100 nodes 

 Larger clusters require SSD or High 
Performance Block device

Source: https://rancher.com/learning-paths/introduction-to-kubernetes-architecture/
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Rancher Server – Node Templates

 Clusters on any
 cloud provider
 bare metal server
 virtualization platform

 Node templates for 
Openstack provider 
 VMS as k8s nodes
 Configure Docker
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Rancher Server – Node Templates
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 Clusters on any
 cloud provider
 bare metal server
 virtualization platform

 Node templates for 
Openstack provider 
 VMS as k8s nodes
 Configure Docker
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Rancher Client, Dashboard and Cluster Monitoring 
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Integrate Kubernetes with Gitlab 
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Integrate Kubernetes with Gitlab 
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Software stack container orchestration

Kubernetes as a Service
Container Orchestration

 Kubernetes Package Manager

Infrastructure as a Service
Cloud Computing

Infrastructure as code

Container as a Service
Cloud Native CI/CD

Docker registry

Software as a Service
Container-based environments

App deployments as code
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Managing Apps with Helm 
Chart Repository

charts.desy.de

 Repository for Helm Chart Tarballs
 Push new version to GitLab Repo
 Easy rollback, if update fails 
 Hosted on Kubernetes
 Simple REST API

 Add chartmuseum as app catalog to 
Rancher
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Additional software components
“bare” Kubernetes is not enough

Nginx Ingress Controller

 Direct traffic to pods

MetalLB Loadbalancer

 Level2 Loadbalancer for Kubernetes

Cinder Storage Class

 Automatically Provision Volumes in Ceph
 Currently: one pod can attach a Volume at a time

Cert Manager

 Provides Let’s Encrypt Certificates
 Installed into Kubernetes Cluster
 Watches the Kubernetes API for Ingress Objects
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Managing Apps with Helm
Example Deployment of Jupyterhub

eosc-pan-jhub.desy.de

 Hub, proxy, user-scheduler, image-puller
 User pods spawned on demand
 Persistent data volumes
 LE Certificate

 
Deployment

 Add DNS alias to Loadbalancer IP
 Add helm chart repository
 Get customizable Values and edit
 Install to k8s (helm install)
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Rancher Server – Deploy Helm Charts as Applications
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Jupyter Notebooks
Extensible environments for interactive data analysis

European XFEL 
Python data tools

Karabo Data

x-ray gas monitor data, 
Beam position
and photon flux,
(Mario Reiser, Eu-XFEL)

Karabo Interactive

x-ray femto second 
crystalography data,
interactive visualisation
(Robert Rosca, Eu-XFEL)

karabo-data.readthedocs.io
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Software stack container orchestration

Kubernetes as a Service
Container Orchestration

 Kubernetes Package Manager

Infrastructure as a Service
Cloud Computing

Infrastructure as code

Container as a Service
Cloud Native CI/CD

Docker registry

Software as a Service
Container-based environments

App deployments as code
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The Cloud Native Landscape – The Road Ahead
Integrate elastic environments 

 Network Operations
 DNS
 LBaaS
 X509 Certificates

 Scientific Data
 dCache
 High performance storage

 Data Acquisition streams
 Event streaming platforms

 Scaling container registry to
 HPC clusters
 HTC clusters

 Software Repository
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