
1992 Paris workshop
1996 Design report
(two sites, full sky coverage)

1999 Ground breaking
2001 Engineering array
2003 Construction phase
2008 Auger-South completed

The Pierre Auger Observatory

Main physics results:
• Flux suppression similar to GZK effect
• Anisotropy E > 6 1019 eV
• Acceleration sources favoured
• Mixed/heavy elemental composition
• Tests of hadronic interactions

Ralph Engel, for the Pierre Auger Collaboration

Auger-South (completed) 
1600 detector stations, 3,000 km2

24 fluorescence telescopes

Auger-North (planned) 
4400 detector stations, 20,000 km2

39 fluorescence telescopes
Aim: sources, propagation and 
interaction of UHECR



Southern Pierre Auger Observatory 

1663 surface detectors: 
water-Cherenkov tanks 
(triang. grid of 1.5 km)

4 fluorescence detectors 
(24 telescopes in total)

Laser facilities

Balloon station
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six telescopes each viewing 30° by 30°



six telescopes each viewing 30° by 30°



One of 24 fluorescence telescopes

8

PMT camera with 440 pixels, 
1.5° FoV per pixel, 10 MHz 

3.4 m segmented mirror 
(aluminum alloy, glass)

UV transmitting 
filter, corrector 
lens, safety 
curtain



Surface detector events
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Golden hybrid events
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Other types of Auger events

special hybrid events (01.01.2004 - 18.07.2007)

Stereo

• 582

• 30 / month

Event 200718905882 (9.7.2007)
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Other types of Auger events

special hybrid events (01.01.2004 - 18.07.2007)

Stereo

• 582

• 30 / month

Event 200718905882 (9.7.2007)

special hybrid events (01.01.2004 - 18.07.2007)

Stereo

• 582

• 30 / month

Triple

• 58

• 5 / month

Event 200716104390 (11.6.2007)

special hybrid events (01.01.2004 - 18.07.2007)

Stereo

• 582

• 30 / month

Triple

• 58

• 5 / month

quadruple

• 2

• 1(?) / month

Event 200717001509 (19.6.2007)



Golden hybrid events: many cross checks possible

special hybrid events (01.01.2004 - 18.07.2007)

Stereo

• 582

• 30 / month

Triple

• 58

• 5 / month
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Independent profile reconstuctions



Energy spectrum



Constant intensity cut method 

Attenuation curve

ground

Xg

Xg/cos!!!!

vertical shower inclined shower

The attenuation curve is obtained by SD data with constant intensity cut technique.

S38 represents the signal at 1000m the very same shower would have produced if it 
had arrived from a zenith angle of 38°.
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Figure 4.1: Intensity, number of events above a certain S(1000m) versus zenith angle.

The zenith angle independent variable related to energy is S38, the S(1000 m) that would be
measured if the air shower comes from a zenith angle of 38◦. Since our data have a zenith
angle distribution peaked at 38◦ the impact of the correction function is minimized. Assuming
that E = f(S38), the relation between S(1000 m) and S38 is deduced from the assumption
that the number of events above a certain S0

38 is constant with zenith angle,

dI

d(cos2 θ)

∣
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S38>S0
38

= const. (4.1.4)

The attenuation curve might depend on mass composition or observation level of the shower
development (i.e. energy). In the last part of this chapter the evolution of the attenuation
curve with these quantities is analyzed. In case of the standard analysis of Auger the
attenuation curve is assumed to be universal in energy.

The usage of the constant intensity cut method is to derive the attenuation curve, the relation
between S(1000 m) and S38. In Fig. 4.1 the number of events above a certain S(1000 m) is
shown as a function of cos2 θ. The intensity uncertainties for different S(1000 m) cuts at a
given zenith angle are correlated. In order to obtain the dependence of S(1000 m) versus zenith
angle at a certain intensity two almost equivalent analyses are performed: Interpolation and
power law fits.

Explicit error propagation Data are binned in 0.1 lg(S(1000m)/VEM) intervals from
1 to 1.8 and 10 intervals in cos2 θ, from 0.2 to 1 (see Fig. 4.1). In case of the interpolation
method, for each zenith angle bin the intensity versus S(1000 m) is obtained (Fig. 4.2(a)). The
logarithm of two neighboring intensity bins, I0 and I1 in this histogram, can be interpolated

60

Conversion function independent of S(1000)
within statistical uncertainties

ICRC 2009



The energy spectrum from surface detector data (I)
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Energy calibration of 
surface detector
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Systematic uncertainties of energy assignment

Etot (log10(eV))
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Energy spectrum (surface array and hybrid events)Extending the energy range with hybrid events
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Hybrid

SD

• energy threshold 1018 eV covering the ankle region

• good energy resolution σ(E)/E < 10%

• calorimetric energy measurement
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Extending the energy range with hybrid events
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The combined Auger energy spectrum
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Auger combined 2009

• max. likelihood method to derive flux scale factors
• stat. and sys. uncertainties taken into account
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Hybrid Exposure
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Exposure dependent on 
primary mass at low energy



Some comparisons ...
The combined Auger energy spectrum
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• simple models, φsource ∝ E−β, (1+ z)m

• mass composition data required (e.g. J. Bellido, this conf.)
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Figure 5: The combined energy spectrum is fitted with two functions (see text) and compared to data from the HiRes instrument [43]. A table with
the Auger flux values can be found at [44].

demonstrates the good agreement between the two mea-346

surements.347

5. Summary348

We have measured the cosmic ray flux with the349

Pierre Auger Observatory by applying two different350

techniques. The fluxes obtained with hybrid events and351

from the surface detector array are in good agreement352

in the overlapping energy range. A combined spectrum353

has been derived with high statistics covering the en-354

ergy range from 1018 eV to above 1020 eV. The domi-355

nant systematic uncertainty of the spectrum stems from356

that of the overall energy scale, which is estimated to be357

22%.358

The position of the ankle at log10(Eankle/eV) =359

18.61 ± 0.01 has been determined by fitting the flux360

with a broken power law E−γ. An index of γ = 3.26 ±361

0.04 is found below the ankle. Above the ankle the362

spectrum follows a power law with index 2.55 ± 0.04 .363

In comparison to the power law extrapolation, the spec-364

trum is suppressed by a factor two at log10(E1/2/eV) =365

19.61 ± 0.03 . The significance of the suppression is366

larger than 20σ. The suppression is similar to what is367

expected from the GZK effect for protons or nuclei as368

heavy as iron, but could also be related to the maximum369

energy to which the sources can accelerate cosmic rays.370
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The energy spectrum from surface detector data (II)

• event selection
• core contained
• zenith angle < 60◦

• E > 1018.4 eV

• 01/2004 - 12/2008
• E = 12.790 km2 sr yr

• ≈ 2 years of full Auger
• > 35000 events (E/eV)
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Auger Surface detector spectrum

HiRes Stereo spectrum

• 1997 – 2006
• ε = 8300 km2 sr yr



Simulations fail to describe events (i)
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Event 2616220
θ = 30°, E = 1.1x1019 eV
iron-like event

QGSJET II proton hypothesis
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Simulations fail to describe events (ii)

Event 1364365
θ = 64°, E = 1.7x1019 eV
Xmax proton-like 
muon dominated signal

Auger data
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QGSJET II proton hypothesis



Shower-to-shower fluctuations

Xmax
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What about iron primaries ?
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Event 2616220
θ = 30°, E = 1.1x1019 eV
iron-like event

QGSJET II iron hypothesis



Mass composition



Field of view bias

FD

field of view

shower direction

shower profile
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Xmax measurement and composition

FD Results

! 〈Xmax〉 and RMS vs E
! resolution correction
! broken line fit:
slopes D [g/cm2/decade]

! comparison to air shower
simulations

! published HiRes data
(update cf. Pierre’s talk)
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Other composition-sensitive variables

Other composition sensitive variables:
rise time, asymmetries, curvature
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Interaction model analysis

Universality method
em. component universal
muonic contribution: part of signal

Time trace analysis
jump method (muon counting)
smoothing method (em. component)

Simulation of individual hybrid events

Analysis of data at about 1019 eV
QGSJET II, protons as reference scale
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Figure 7: The combined energy spectrum compared with several astrophysical models assuming a pure composition of protons (red lines) or iron

(blue line), a power-law injection spectrum following E−β and a maximum energy of Emax = 1020.5 eV. The cosmological evolution of the source

luminosity is given by (z + 1)m. The black line shows one of the fits used to determine the spectral features (see text).

spectrum that is at variance with our data. Better agree-313

ment is obtained for a scenario including a strong cos-314

mological evolution of the source luminosity (m = 5) in315

combination with a harder injection spectrum (∝ E−2.3).316

Alternatively, a hypothetical model of a pure iron com-317

position injected with a spectrum following∝ E−2.4 and318

uniformly distributed sources with m = 0 is also able to319

describe the measured spectrum above the ankle, below320

which an additional component is required.321

6. Summary322

We have measured the cosmic ray flux with the Pierre323

Auger Observatory by applying two data analysis meth-324

ods. The fluxed obtained with from hybrid events and325

from the surface detector array are in good agreement326

in the overlapping energy range. A combined spectrum327

is derived that covers the energy range from 1018 eV328

to above 1020 eV with high statistics. The dominant329

source of systematic uncertainty is the energy assign-330

ment (≈ 22%) which is expected to be reduced by forth-331

coming lab measurements [41]. A pronounced spectral332

break, the ankle, at 1018.6 eV and a flux suppression at333

high energy is found.334
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We are very grateful to the following agencies and340

organizations for financial support: Comisión Nacional341
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do Estado de São Paulo (FAPESP), Ministério de351
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Photon and neutrino limits



Photon limit (fluorescence and surface array data)
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Compilation of integral photon limits

Motivation Data set and selection Photon upper limits at EeV Summary & Outlook

Photon upper limits vs. predictions
first constraints at EeV, confirmation of previous constraints on non-acceleration models
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Neutrino searches

“Fast & narrow signal”

Deep upgoing 
neutrino shower

UPDATE
“Slow & broad signal”
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Compilation of differential and integral limits

AUGER limits Down 01Nov07-29Feb09 Up 01Jan04-29Feb09
K [GeV cm-2 s-1 sr-1] 3.2 x 10-7 4.7 x 10-8

Auger ICRC 2009



Arrival direction distribution



Update of AGN correlation

Figure 2: Aitoff projection of the celestial sphere in galactic coordinates with circles of radius

3.1◦ centered at the arrival directions of the 27 cosmic rays with highest energy detected by

the Pierre Auger Observatory. The positions of the 472 AGN (318 in the field of view of the

Observatory) with redshift z ≤ 0.018 (D < 75 Mpc) from the 12th
edition of the catalog of

quasars and active nuclei (12) are indicated by red asterisks. The solid line draws the border

of the field of view (zenith angles smaller than 60◦). Darker color indicates larger relative

exposure. Each colored band has equal integrated exposure. The dashed line is, for reference,

the super-galactic plane. Centaurus A, one of our closest AGN, is marked in white.
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2 HAGUE et al. CORRELATION OF COSMIC RAYS WITH EXTRAGALACTIC OBJECTS
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Fig. 1. Monitoring the correlation signal. Left: The sequential analysis of cosmic rays with energy greater than 55 EeV arriving after 27 May,
2006. The likelihood ratio log10 R (see Eqn (2)) for the data is plotted in black circles. Events that arrive within ψmax = 3.1◦ of an AGN with
maximum redshift zmax = 0.018 result in an up-tick of this line. Values above the area shaded in blue have less than 1% chance probability
to arise from an isotropic distribution (piso = 0.21). Right: The most likely value of the binomial parameter pdata = k/N is plotted with black
circles as a function of time. The 1σ and 2σ uncertainties in the observed value are shaded. The horizontal dashed line shows the isotropic
value piso = 0.21. The current estimate of the signal is 0.38± 0.07. In both plots events to the left of the dashed vertical line correspond to
period II of Table I and those to the right, collected after [1], correspond to period III.

TABLE I
A NUMERICAL SUMMARY OF RESULTS FOR EVENTS WITH E ≥ 55 EEV. SEE THE TEXT FOR A DESCRIPTION OF THE ENTRIES.

Period Exposure GP N k kiso P

I 4390 unmasked 14 9 2.9
masked 10 8 2.5

II 4500 unmasked 13 9 2.7 2× 10−4

masked 11 9 2.8 1× 10−4

III 8150 unmasked 31 8 6.5 0.33
masked 24 8 6.0 0.22

II+III 12650 unmasked 44 17 9.2 6× 10−3

masked 35 17 8.8 2× 10−3

I+II 8890 unmasked 27 18 5.7
masked 21 17 5.3

I+II+III 17040 unmasked 58 26 12.2
masked 45 25 11.3

flux were isotropic. This degree of correlation provided
a 99% significance level for rejecting the hypothesis that
the distribution of arrival directions is isotropic.

The left panel of Fig. 1 displays the likelihood ratio
of correlation as a function of the total number of
time-ordered events observed since 27 May, 2006, i.e.
excluding the data used in the exploratory scan that lead
to the choice of parameters. The likelihood ratio R is
defined as (see [9] and [10])

R =

� 1
piso

pk(1− p)N−k dp

pisok(1− piso)N−k+1
. (2)

This quantity is the ratio between the binomial prob-
ability of correlation – marginalized over its range of
possible values and assuming a flat prior – and the
binomial probability in the isotropic case (piso = 0.21).
A sequential test rejects the isotropic hypothesis at the
99% significance level (and with less than 5% chance
of incorrectly accepting the null hypothesis) if R > 95.
The likelihood ratio test indicated a 99% significance
level for the anisotropy of the arrival directions using
the independent data reported in [1]. Subsequent data
neither strengthen the case for anisotropy, nor do they
contradict the earlier result. The departure from isotropy
remains at the 1% level as measured by the cumulative

binomial probability (P = 0.006), with 17 out of 44
events in correlation.

In the right panel of Fig. 1 we plot the degree of
correlation (pdata) with objects in the VCV catalog as
a function of the total number of time-ordered events
observed since 27 May, 2006. For each new event the
best estimate of pdata is k/N . The 1σ and 2σ uncer-
tainties in this value are determined such that the area
under the posterior distribution function is equal to 68%
and 95%, respectively. The current estimate, with 17 out
of 44 events that correlate in the independent data, is
pdata = 0.38, or more than two standard deviations from
the value expected from a purely isotropic distribution
of events. More data are needed to accurately constrain
this parameter.

The correlations between events with E ≥ 55 EeV
and AGN in the VCV catalog during the pre- and post-
exploratory periods of data collection are summarized in
Table I. The left most column shows the period in which
the data was collected. Period I is the exploratory period
from 1 January, 2004 through 26 May, 2006. The data
collected during this period was scanned to establish the
parameters which maximize the correlation. Period II is
from 27 May, 2006 through 31 August, 2007 and period
III includes data collected after [1], from 1 September,
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Fig. 1. Monitoring the correlation signal. Left: The sequential analysis of cosmic rays with energy greater than 55 EeV arriving after 27 May,
2006. The likelihood ratio log10 R (see Eqn (2)) for the data is plotted in black circles. Events that arrive within ψmax = 3.1◦ of an AGN with
maximum redshift zmax = 0.018 result in an up-tick of this line. Values above the area shaded in blue have less than 1% chance probability
to arise from an isotropic distribution (piso = 0.21). Right: The most likely value of the binomial parameter pdata = k/N is plotted with black
circles as a function of time. The 1σ and 2σ uncertainties in the observed value are shaded. The horizontal dashed line shows the isotropic
value piso = 0.21. The current estimate of the signal is 0.38± 0.07. In both plots events to the left of the dashed vertical line correspond to
period II of Table I and those to the right, collected after [1], correspond to period III.

TABLE I
A NUMERICAL SUMMARY OF RESULTS FOR EVENTS WITH E ≥ 55 EEV. SEE THE TEXT FOR A DESCRIPTION OF THE ENTRIES.

Period Exposure GP N k kiso P

I 4390 unmasked 14 9 2.9
masked 10 8 2.5

II 4500 unmasked 13 9 2.7 2× 10−4

masked 11 9 2.8 1× 10−4

III 8150 unmasked 31 8 6.5 0.33
masked 24 8 6.0 0.22

II+III 12650 unmasked 44 17 9.2 6× 10−3

masked 35 17 8.8 2× 10−3

I+II 8890 unmasked 27 18 5.7
masked 21 17 5.3

I+II+III 17040 unmasked 58 26 12.2
masked 45 25 11.3

flux were isotropic. This degree of correlation provided
a 99% significance level for rejecting the hypothesis that
the distribution of arrival directions is isotropic.

The left panel of Fig. 1 displays the likelihood ratio
of correlation as a function of the total number of
time-ordered events observed since 27 May, 2006, i.e.
excluding the data used in the exploratory scan that lead
to the choice of parameters. The likelihood ratio R is
defined as (see [9] and [10])

R =

� 1
piso

pk(1− p)N−k dp

pisok(1− piso)N−k+1
. (2)

This quantity is the ratio between the binomial prob-
ability of correlation – marginalized over its range of
possible values and assuming a flat prior – and the
binomial probability in the isotropic case (piso = 0.21).
A sequential test rejects the isotropic hypothesis at the
99% significance level (and with less than 5% chance
of incorrectly accepting the null hypothesis) if R > 95.
The likelihood ratio test indicated a 99% significance
level for the anisotropy of the arrival directions using
the independent data reported in [1]. Subsequent data
neither strengthen the case for anisotropy, nor do they
contradict the earlier result. The departure from isotropy
remains at the 1% level as measured by the cumulative

binomial probability (P = 0.006), with 17 out of 44
events in correlation.

In the right panel of Fig. 1 we plot the degree of
correlation (pdata) with objects in the VCV catalog as
a function of the total number of time-ordered events
observed since 27 May, 2006. For each new event the
best estimate of pdata is k/N . The 1σ and 2σ uncer-
tainties in this value are determined such that the area
under the posterior distribution function is equal to 68%
and 95%, respectively. The current estimate, with 17 out
of 44 events that correlate in the independent data, is
pdata = 0.38, or more than two standard deviations from
the value expected from a purely isotropic distribution
of events. More data are needed to accurately constrain
this parameter.

The correlations between events with E ≥ 55 EeV
and AGN in the VCV catalog during the pre- and post-
exploratory periods of data collection are summarized in
Table I. The left most column shows the period in which
the data was collected. Period I is the exploratory period
from 1 January, 2004 through 26 May, 2006. The data
collected during this period was scanned to establish the
parameters which maximize the correlation. Period II is
from 27 May, 2006 through 31 August, 2007 and period
III includes data collected after [1], from 1 September,

Page 7

Period 1: energy, angle, distance scan
Period II: prescription & Science publication
Period III: until March 2009

Science 2007 Astropart. Phys.,
in preparation



A posteriori analysis of arrival directions
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Parameter optimization

All data used in analysis, including period I

positions of the AGN, and the size is proportional to the weight assigned (X-ray304

flux in this case), the relative exposure of the Observatory, and the GZK effect for305

a threshold of 60 EeV.306

Figure 5: Left: Sky map in galactic coordinateswith the AGN in the 39-months Swift-BAT catalog

plotted as red stars with size proportional to the assigned weight. Right: smoothed version of the

map on the left, smoothed with an angular scale σ = 5◦. The black dots represent the positions of

the 58 highest energy cosmic rays detected with the Pierre Auger Observatory.

The corresponding density map is shown on the right panel of the same figure,307

smoothed with an angular scale σ = 5◦. No isotropic fraction is built into this map308

to better illustrate the features of the objects in the catalog. We show the density309

maps obtained for the HIPASS and 2MASS catalogs in Fig. 6. Some common310

features can be seen in the three maps.311

18

Example: Swift-BAT, volume limited, 5° smoothing



Large scale anisotropy (dipole search)
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Enhancements



Transition from galactic to extragalactic sources

2 !"#$%&'()*'+,"-./01,"-232" 45 6708"9:&;,"<11=

Energy spectra at transition region
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Hillas:
- Ankle is transition galactic
  to extragalactic cosmic rays
- Injection spectrum dN/dE ~ E-2.3

Berezinsky et al.:
- Ankle is feature due to 
  extragalactic proton propagation
- Injection spectrum dN/dE ~ E-2.7

Flux very similar, composition different



Physics motivation: composition

17.5 18 1918.5 19.5 20

log10 ( E/eV )

0.2

0.4

0.6

0.8

Re
la

tiv
e 

ab
un

da
nc

es

17.5                 18                    18.5                   19

log10( E/eV )

protons

Fe nuclei

0.2

0.4

0.6

0.8

1.0

Classic model of ankle Pair-prod. model

Measurement of flux and composition in ankle region

(Allard et al., 2005; Aloisio et al. 2006)



Current surface detector threshold

(Today: ~1663 SD units in field,
 1634 with water, 1567 taking data)

Simulated acceptance

Threshold for array ~1018.5 eV
Composition dependence
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Infill array of water Cherenkov detectors

Simulated acceptance

Threshold for 
infill array ~1017 eV
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AMIGA: Auger Muons and Infill for the Ground Array

Existing tank array 1500m

Infill array 750m
42 additional detectors 
Area ~ 23.5 km2

em. + μ 

μ 

Infill array 433m
24 additional detectors
Area ~ 5.9 km2

Nancy Rodrigo

Mela

Luisa Pea Rosalia

Abelardo

Feche

Hilda

TromenEl CenizoEl Mataco

Romelia

Each of the 85 detectors: 
pair of Cherenkov tank 
and muon counter

~3m



Shower reconstruction with infill Cherenkov tanks

28 Capabilities of an Infill Array
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Figure 3.6: Resolution on core position as a function of detector spacing for both
primaries: iron (left) and proton (right).
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Figure 3.7: Core position resolution as a function of the number of triggered stations
for both primaries: proton(circles) and iron (triangles). θ = 30◦.

depicted in Fig. 3.6 is observed for vertical and more inclined (45◦) showers.

At 433 m spacing, the number of triggered detectors is large enough (∼ 20, see
Fig. 3.2) to have a core resolution of ∼ 15 m irrespective of the considered energy
and primary type. Regarding the 750 m (433 m) infill, it is seen that the core
position resolution improves by a factor of ∼ 4(10) with respect to Auger. This
has an important impact on the reconstruction, giving a better angular and energy
resolution, as the LDF fitting is also more accurate.

Fig. 3.7 shows the core position resolution as function of the average number of
triggered detectors, for both primary types, and all considered energies and spacings,
at θ = 30◦. The line represents the best fit to the points given by ∆Core =
506m× (1/Ndet).

Core position reconstruction

1018 eV1017.5 eV

26 Capabilities of an Infill Array
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Figure 3.4: 3D angle uncertainty as a function of detector spacing for iron (left) and
proton (right).

As already mentioned, to detect showers with full efficiency at energies as low as
1017 eV, a denser infill, with a detector spacing of 433 m, is required. A statistically
significant number of events (10000 events/year) can be recorded with the addition
of only 24 detectors with such a spacing, covering an effective area of 5.9 km2.

3.4 Angular Resolution

The accuracy in the determination of the arrival directions of cosmic rays is funda-
mental in the search for their origin and in the study of anisotropies, although it is
noted that only neutral particles are not deflected during their propagation through
cosmic magnetic fields. We define the angular reconstruction uncertainty as the
space angle Θ subtended by the real (R̂real) and reconstructed (R̂rec) directions,
given by cos(Θ) = R̂real.R̂rec.

In Fig. 3.4 we present the 68% confidence level for the arrival direction re-
construction uncertainty ∆Θ, as a function of detector spacing for given energies.
Results are presented for iron (left) and proton (right) at different injected energies.
It can be seen that the angular resolution for events detected by a 750 m (433 m)
infill array will be 2(3) times better, giving values close to 1◦(0.5◦) for proton and
iron at 1018 eV.

It is worth analyzing the dependence of ∆Θ on the number of triggered detectors
Ndet, as shown in Fig. 3.5 for proton and iron primaries and for all considered
values of primary energy and detector spacing. As expected, as the average number
of triggered stations participating in the reconstruction increases, the resolution on
the arrival direction improves. The full line represents the best fit to the points
given by ∆Θ = 4.5◦ × (1/Ndet).

As the trigger conditions used in our simulations are the same as for the Auger
surface detector [58], the dependence of the angular resolution on the number of
triggered stations for the 1500m spacing may be compared to that obtained by the
Auger SD [68]: the values of ∆Θ corresponding to 3, 4 and 5 stations (2◦, 1.6◦ and
1.2◦, respectively) are in good agreement with the results presented in [68], where
it is found that for the 3-fold events, Auger has an angular resolution of about 2◦,

Arrival direction reconstruction

Examples: simulations for proton and iron showers at 30°

iron proton

(Medina et al., NIM 566, 2007)



Expected performance of muon detectors

4.4 Primary Abundance Determination 41

where h is the gaussian bandwidth.

(600)
µ
N

0 2 4 6 8 10 12 14 16 18 20
0

0.05

0.1

0.15

0.2

0.25

0.3

Proton

Iron

2
A = 30m

Figure 4.6: Distributions of the reconstructed number of muons at 600m from the

core for proton and iron primaries for a 30m2 muon counter. Also shown are the

smoothed distributions used in the abundance calculation.

By using these estimated distributions we generated independent samples of 1000

events each with compositions ranging from 0 to 100%. We calculated the proton

abundance from:

ξµ =
1

N

N�

i=1

P (Nµ(600)i) (4.7)

where N is the total number of events (1000) and P (x) = f̂p(x)/(f̂p(x) + f̂Fe(x)),

with Nµ(600) as defined in Eq. 4.2.

Fig. 4.7 shows the obtained abundance for both 30 and 60m2 detectors as a

function of the real abundance. Note that if the muon distributions for Fe an p did

not overlap, the inferred abundances should be exactly the real ones, which would be

the case depicted as the shown straight line with unitary slope: a measured Nµ(600)

would suffice to identify a proton from an iron primary. On the opposite case, if the

p and Fe distributions fully overlap, the inferred abundances would always be 0.5,

i.e. a horizontal line irrespective of the admixture. A partial overlap, as shown in

Fig. 4.6, yields an intermediate behavior between these extreme cases.

Fig. 4.7 shows that the obtained abundances have a very narrow confidence level

arising from the statistical uncertainties from the considered 10000 samples of 1000

events each (see Section 4.5 for more details) . Note that increasing the detector

area will diminish the overlap area of the Nµ(600) p-Fe distributions due to different

mean values and statistical fluctuations. This is not reflected in the band widths

but rather in the line slopes, as shown in Fig. 4, which determine the size of the

uncertainty when trying to infer real abundances from the observed ones. As such,

a good determination of the real abundance could still be done provided a larger

number of events is collected. More and more events will be needed as the overlap

Example: reconst. muon numbers 
for 1018 eV showers at 30°

Lateral distribution of muons
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Fig. 3. Mean value and one sigma region of the number of muons counted as a
function of the incidents for 192 segments (three PMTs with 64 pixels each). In the
ideal case of infinite segmentation NC

µ = Nµ.

process of counting the muons that hit each scintillator strip in a given time
bin. Therefore, the total error in the determination of the number of muons

is ∆N±
µ =

√

σ2
± + σ2

Poiss, where σPoiss =
√

NCorr
µ is the error corresponding to

the Poissonian fluctuations.

Figure 4 shows the ratio between the total error and the Poissonian one as a
function of the number of muons obtained after correction for 192 segments.
From this figure we see that for 90 incident muons the total error is greater
than the Poissonian by less than ∼ 14%, and as such there is no need to
further segment the detector. Note that the individual uncertainty in each
muon counter will not directly translate to the Nµ(600) but that it will be
further reduced when a number of counters are used to fit the MLDF.

It is worth emphasizing that AMIGA envisages an experimental verification
of the segmentation, since in its unitary cell with 7 counters, the modules will
have double segmentation.

9

three-module counter

(Supanitsky et al., to be published)
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AMIGA scintillator design

MINOS-type scintillators

Extruded polystyrene doped with fluors,14 pe per passing muon

56 Muon Counter Hardware

Figure 5.1: Scintillators strips: left : general mounting in the PVC housing, right :
detail of the 64 pixels optical connectors.

area. The fibers are carefully bent towards a 64 pixel machined PVC custom optical

connector to which the PMT will be assembled. Scintillator ends were painted with

Bicron paint, then glued to bottom case. The fibers were glued inside the grooves

with Bicron 600 optical glue. Reflective Mylar tape covers the fibers. The fibers at

the optical connector are polished with a diamond-bit flycutter and at the opposite

end they are blackened to prevent bouncing back of light which might bring about

double counting. The module is finally placed under 0.5 atm vacuum after top case

is glued to scintillator to form a robust unit.

The counter case is manufactured from 1.6 mm thick PVC1, the rectangular

sides are shaped on a 3 m press and the bottom and top cases are bonded chemically

together by using IPS corporation weld-on 4007. Stress tests were performed up to

500 g/cm2 (7 psi) on instrumented and non-instrumented prototypes, some for as

long as a month with successful results. Stress plus water-tight tests were carried

out on mechanical prototypes, after which the covers were cut off and the inside was

dry. As a conclusion, it is a generally successful case design but it has to be handled

with care under Malargüe summertime conditions due to case softening.

Modules are then tested with a 2D cesium source scanner with integrated DAQ,

the PMT current is measured with a known PMT single particle spectrum and thus

the number of photoelectrons (pe) determined Fig.5.2.

The left panel shows the measured current in arbitrary units for a 16 strip mod-

ule, measured at 80 cm from the PMT. The horizontal black line is taken as the

average current value and it corresponds to 12 pe. On the right we see the histogram

of the number of pixels that register a given number of pe.

The light output is clearly fundamental and to a certain extent drives the counter

design. In Fig. 5.3 the collected light attenuation versus the strip length, for an

AMIGA and a MINOS setup is shown. AMIGA has the PMT directly connected to

the module whereas MINOS has a clean fiber cable (and therefore an extra optical

connector) from the WLS fiber to the PMT. It is seen that the WLS fiber has an

excellent attenuation length which was measured by MINOS to be (∼ 6 m).

Now it is possible to give some details about the dimension of each module and

4.1cm

1cm

Multi-anode PMT: 
64 pixels (2 x 2 mm2)

Detector station:

2 modules, each 2.6 x 4 m2 
2 modules, each 2.6 x 2 m2 
PVC housing
25 ns, 8 bit electronics
area ~ 31.5m2



AMIGA detector layout

Surface
Detector
(SD)

Muon Counters (MC)

30 m2 size
256 segments 
Buried 2.25 m deep 

Detectors have to have large area for counting



Status of AMIGA unitary cell
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Status of AMIGA unitary cell
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Status of AMIGA unitary cell
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AMIGA prototype development

Buried scintillator prototype

Single muon peakEnergy threshold for
muons 0.8 ~1 GeV



HEAT: High Elevation Auger Telescopes

• 3 ``standard´´ Auger telescopes tilted to cover 30 - 60° elevation
• Custom-made metal enclosures
• Also prototype study for northern Auger Observatory
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Expected performance (i)

Acceptance strongly selection cut dependent, 
here shown for high quality cuts (mean Xmax)

Threshold lowered 
to ~1017 eV
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Expected performance (ii)
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CAD view



Current status of construction









Auger Enhancements: HEAT and AMIGA
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Auger Enhancements: HEAT and AMIGA

HEAT - First Event!
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Event rates and outlook

Construction plans

• HEAT first telescope in 2008, other two in 2009

• AMIGA prototype cluster (unitary cell) in 2009/2010

• AMIGA infill tanks 750/433m in 2008/2009
• AMIGA muon counters 750/433m in 2011/2012
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The northern Pierre Auger Observatory
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GZK horizon and magnetic field deflection

Figure 7: Projected view of 20 trajectories of proton primaries emanating from a
point source for several energies. Trajectories are plotted until they reach a physical
distance from the source of 40Mpc. See text for details.

scaled for other magnetic conditions. For example, if the magnetic field were 100
nanogauss, propagation at 100 EeV would be completely diffusive, as shown in the
upper left panel of Figure 7. Propagation at 1000 EeV however would be quite distinct
from the lower left panel as energy loss by the GZK effect would be significant. Less
than 1% of the particles would escape interaction with the CMB and propagate
rectilinearly. The remainder would quickly pass to diffusive propagation, drop below
100 EeV, and travel much more slowly from the source. For iron primaries, the panel
on the upper right of Figure 7 would correspond to 80 EeV. This regime is not fully
diffusive and the primaries would have some memory of their source which would be
revealed by a broad anisotropy. These examples reveal the complexity introduced in
propagation of cosmic rays due to magnetic fields. In some cases the galactic magnetic
field will also be important.

In Figure 8 I have plotted the distribution of observed directions of the cosmic
rays with respect to the source direction. For 1 EeV proton primaries the directions
are completely isotropic; no memory of the source direction remains. In Figure 9 I
plot the dispersion of angles for 100 EeV and 30 EeV proton primaries. Here the
angular spread is 1.5◦ and 5◦ respectively.

If the sources of cosmic rays with energy ≥10 EeV are extragalactic and are
associated with the distribution of nearby matter, then one would expect that the
flux and energy spectrum of the cosmic rays will depend on the hemisphere in which
the observations are made. Most of the nearby matter is found in the Virgo cluster
at a distance of ∼ 18 Mpc. In Figure 10 I plot the column density of gravitating

8

1018 eV 3x1018 eV

1019 eV 1020 eV

Extragalactic magnetic field
GZK horizon: energy-source relation

0.004    16 Mpc
0.01      40 Mpc
0.1        415 Mpc

(Bergmann et al.,  PLB 2006)
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Propagation and max. injection energy

Implications of the cosmic ray spectrum for the mass composition at the highest energies6

of the UHE spectrum and what constraints could be brought by higher statistics and

lower systematics measurements in the future. To limit the number of free parameters,

we will consider only source distributions with a constant comoving luminosity but

will discuss the effect of a potential stronger luminosity evolution whenever needed.

The source distribution is assumed to be continuous down to a minimum distance

Dmin which is set to 4 Mpc unless otherwise specified. The injection spectral index β
and the maximum energy at the source Emax (i.e., the energy above which the source

spectra are exponentially attenuated) are left as free parameters to fit experimental

spectra.

Figure 3. Propagated spectra obtained assuming a mixed source composition

compared to HiRes (left) and Auger (right) spectra, the different components are

displayed .

We start our series of calculations by using our usual proton dominated mixed

composition hypothesis (assuming the same composition as low energy galactic cosmic-

rays, see [6, 7, 13, 17] for more detais). The results are displayed in Fig. 3. Good

fits can be found of both experimental spectra, with spectral index of 2.3 in the

case of HiRes [17] (β=2.4 is also compatible with data [19]) and 2.2 with the harder

Auger spectrum (with a lower maximum energy at the source). The difference of

spectral index does not have any relevant impact on the evolution of the composition

or the implications on the transition from galactic to extragalactic cosmic-rays [6, 7].

Between the energy of the ankle and ∼ 10
19

eV the relative contribution of light

(proton and He), intermediate and heavy nuclei is more or less steady. Above 10
19

eV, intermediate and then heavy components drop (at energies proportional to the

mass) due to interactions with far-IR photons (see Fig. 1) resulting in a composition

that gets lighter. At the highest energies, above 5 10
19

eV, only protons and heavy

nuclei are significantly present in the composition as light and intermediate nuclei are

already suppressed by the interactions with CMB photons. Due to our composition

hypothesis for which the relative abundance at the sources of heavy nuclei is only

∼ 10%, the composition is then very dominated by proton (∼ 90% of the composition

at the Earth) and the expected decrease of the flux at the highest energies is in all

respect similar to the standard GZK feature. Note that, as we pointed out in [7, 19],

between 5 10
19

and 2 10
20

eV, the relative abundance of the heavy component increases

because of the photopion interaction of protons before disappearing completely above

Implications of the cosmic ray spectrum for the mass composition at the highest energies14

Both arguments can however be countered if one assumes that the composition
at the source is actually proton dominated but that the proton maximum energy is
lower than energy of the GZK feature leading to a heavy dominated composition at
the highest energies (this kind of scenario is proposed for instance in [24]).

As we discussed in [6], low Emax proton solutions do not work very well with
our usual mixed composition hypothesis. Indeed, at the sources the composition is
assumed to be dominated by protons, with a large abundance of He nuclei and CNO
and a lower abundance of heavy nuclei. In this case, the early cut-off of the He
and CNO components (which are not masked by secondary protons for low Emax

hypotheses) that closely follow the cut-off of protons (due to the maximum energy
at the source) result in a sharp cut-off that is incompatible with data if protons
are not acceleration above the GZK effect energy threshold. Some tuning of the
composition is then necessary for this type of scenario to be compatible with the
data. However, acceptable fits of the data can be obtained by assuming that the
heavy nuclei are more abundant than He and CNO at the source. This is illustrated
in Fig. 7 where expected spectra are displayed and compared with data assuming a
mixed composition, Emax = Z×4 1019 eV and ∼ 30% of Fe nuclei at the sources. One
can see that the agreement with data is reasonable (especially with Auger spectrum)
and that the composition, proton dominated at low energy, becomes gradually heavier
and very dominated by iron above 5 1019 eV. The implication for the flux above 3 1020

eV are basically the same as in the pure iron source composition seen before (the main
difference being that in the Emax case, one does not expect any secondary protons after
the heavy component final drop). Cosmogenic neutrino fluxes at high energy (above
1017 eV) would as well be hopelessly low in this case. Indeed, pion production from the
interactions of either nucleons or nuclei with CMB photons would be highly suppressed
for the low Lorentz factors implied by the low values of Emax [13].

Figure 7. Propagated spectra obtained assuming a mixed source composition

and a low proton maximum energy at the accelaration compared to HiRes (left)

and Auger (right) spectra.

Max. injection energy > 1020 eV

Max. injection energy 1019.6 eV

Allard et al. JCAP 2008

Energy loss length
• proton and iron nuclei very similar
• all other nuclei disintegrate very fast

proton

proton

iron

iron



Auger-North detector layout
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• Optimized for science and costs
• Surface array with 4000 stations:

20,000 km2 with 
√2-mile = 2.3 km grid

• Infill array with 400 stations:
2,000 km2 with 
1-mile = 1.6 km grid

• 39 fluorescence telescopes
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Auger-North detector design (i)
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Design optimized for physics aims
• Water-Cherenkov tanks with one PMT only
• Thermally insulated water tanks
• Use of existing 1 mile grid of roads
• Tank-to-tank communication

(peer-to-peer network)
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Auger-North detector design (ii)

Figure 3. The proposed configu-
ration of the Atmospheric Monitor-
ing Telescope (AMT) and Raman LI-
DAR/Laser for the VAOD measure-
ments. The AMT will be tilted up
by about 7 degrees to obtain a verti-
cal field of view from about 1 to 13
degrees in elevation. A vertical nitro-
gen laser 3-4 km from the AMT will
be used for calibration occasional and
may be replaced by a Nitrogen Au-
tomated Independent Laser System
(NAILS) prototype.

Figure 4. The AMT
detector arrives in Golden
Colorado- Sept. 2008.

south, this limited the amount of testing to avoid interfering with the routine FD cosmic-ray
observations.

For the R&D in the North, in addition to providing an independent aerosol measurement, the
Raman system will also provide the laser viewed by the AMT telescope. Since both the AMT
and the Raman receiver will collect light from the same laser, it will be possible to directly
cross-calibrate the VAOD(h,t) measurements on an hour-by-hour basis from both methods.
This detailed comparison was impossible to make in the South. A direct comparison between
the water vapor measurement with the two aerosol profile measurements may be especially
interesting.

It will also be possible to compare the detailed aerosol profiles from the AMT and Raman
systems with the integrated values from the shadow band integrating radiometer located at
Lamar Community College. An hourly comparison would not be possible since the radiometer
operates during the day, but it would be possible to compare trends over several days or more.

3. Instrumentation
To minimize costs, the instrumentation consist of equipment currently available (AMT detector)
or under construction (HEAT electronics, RAMAN lidar system). This choice also makes use of
available expertise to debug, install, and operate this hardware.

Distant Laser Facility (DLF):
Aerosol measurement 
and Raman laser
(355 nm, 7 mJ)

Nitrogen Automated Integrated 
Laser System (NAILS)

fluorescence telescope
calibration (337 nm, 300 µJ)
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Physics reach: point sources and source regions

Auger-North 10yr

Auger-South 10yr

AGN within 75 Mpc

Cosmic rays

South: more than 60 sources
            (doublets & AGN correlation)
Auger-South: 300 events
Auger-North: 2100 events
Spectra of sources/source regions
Particle physics at 350 TeV c.m.s.



Physics reach: spectrum and composition

Composition with FD - E>56 EeV, year 2025

Auger South
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Composition with FD - E>1 ZeV, year 2025

Auger South
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N=68
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Auger-North (10 yr)

Composition with FD - E>1 ZeV, year 2025

Auger South
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Physics reach: fundamental and particle physics
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Fig. 4. Comparison of with Auger data with calculated spectra for various val-
ues of δπp. From top to bottom, the curves give the predicted spectra for
δ = 1× 10−22, 6× 10−23, 4.5× 10−23, 3× 10−23, 2× 10−23, 1× 10−23, 3× 10−24, 0 (no
Lorentz violation).

the δπp parameter.

Our results show that the amount of presently observed GZK suppression in
the UHECR data is consistent with the possible existence of a small amount
of LIV. In order to quantify this, we determined the value of δπp that results
in the smallest χ2 for the modeled UHECR spectral fit using the observational
data above the GZK energy. We find this value to be 4.5 × 10−23. We then
determined the range of acceptable values for δπp. This was done by com-
puting the probablity of getting a χ2 value at least as small as the χ2 value
determined from the fit. We rejected δπp values outside of the confidence level
associated with 1σ. We thus obtained a best-fit range of δπp = 4.5+1.5

−4.5×10−23,
corresponding to an upper limit on δπp of 6 × 10−23, as shown in Figure 4.

The HiRes spectral data (see Figure 3) do not go to high enough energy to
quantitatively constrain LIV. We also note that the Auger spectrum, being
consistent with no obvious pair-production feature, does not constrain LIV for
the pair-production interaction.

A small LIV effect can be distinguished from a higher energy component
produced by so-called top-down models because the latter predict relatively
large fluxes of UHE photons and neutrinos as well as a significant diffuse GeV
background flux that could be searched for by the Fermi γ-ray space telescope.

13

Scully & Stecker, astro-ph 0811.2230

Photon fraction

Photons from GZK effect
(Gelmini et al., JCAP 2007)

Mono- or bi-elemental composition:
particle physics at 350 TeV CMS with air showers

Energy spectrum

δ = 1 10-22

   = 6 10-22

    .....

   = 3 10-24

   = 0

There are other popular formalisms that are inspired by quantum gravity
models or by speculations on the nature of space-time at the Planck scale,
1/MP l ! 1.5 × 10−35 m, where MP l = 1/

√
G ! 1.2 × 1019 GeV. Such for-

malisms, in the context of effective field theory, can be expressed by postu-
lating Lagrangians containing operators of dimension≥ 5 with suppression
factors as multiples of MP l [19],[29]. This leads to dispersion relations having
a series of smaller and smaller terms proportional to pn+2/Mn

P l ! En+2/Mn
P l,

with n ≥ 1. However, in relating LIV to the observational data on UHECRs,
we find it useful to use the simpler formalism of Coleman and Glashow. Given
the limited energy range of the UHECR data relevant to the GZK effect,
this formalism can later be related to possible Planck scale phenomena and
quantum gravity models of various sorts.

We now consider the photomeson production process near threshold where
single pion production dominates,

p + γ → p + π. (7)

Using the normal Lorentz invariant kinematics, the energy threshold for pho-
tomeson interactions of UHECR protons of initial laboratory energy E with
low energy photons of the CBR with laboratory energy ω is determined by
the relativistic invariance of the square of the total four-momentum of the
proton-photon system. This relation, together with the threshold inelasticity
relation Eπ = [m/(M + m)]E for single pion production, yields the threshold
conditions for head on collisions in the laboratory frame. In terms of the pion
energy for single pion production at threshold

4ωEπ =
m2(2M + m)

M + m
, (8)

where M is the rest mass of the proton and m is the rest mass of the pion [3].

If LI is broken so that cπ > cp, it follows from equations (3) and (6) that the
threshold energy for photomeson production is altered because the square of
the four-momentum is shifted from its LI form so that the threshold condition
becomes

4ωEπ =
m2(2M + m)

M + m
+ 2δπpE

2
π (9)

Equation (9) is a quadratic equation with real roots only under the condition

δπp ≤
2ω2(M + m)

m2(2M + m)
! ω2/m2. (10)

5



Current status and timeline
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R&D array, funded 
(10 detector stations)

2009-2011: 
Science reviews
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Auger-South: $55M
Auger-North: $120M



• The sources of UHECR
- Anisotropy ⇉ correlations ⇉ source classes
- Study individual sources with spectra and composition 

on the whole sky

• The acceleration mechanism
- Composition evolves from source to here
- Proton beam !? calibration !
- E>>1020 eV still difficult; Emax ?

• Propagation and cosmic structure
- Map galactic B-field
- Matter within 100 Mpc
- Extragalactic B-field small ?

• Particle physics at 350 TeV
- Mass and Xmax

- Had. interactions, cross sections ?
- New physics, Lorentz invariance

• Multi-messenger astrophysics
- Combine the data from photons,

neutrinos and charged particles !
- Sources within field of view of IceCube
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