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for the ATLAS Level-1 Muon Trigger
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Introduction and Motivation

Introduction
I Many different analyses

require identification of
final state muons to pick
interesting events

I At ATLAS this is
achieved within the
muon spectrometer
combining fast hardware
triggers (L1) with several
software based
algorithms (HLT)

Schematic showing a quarter slice along the beam direction (Z) of the
ATLAS muon spectrometer

systems, courtesy of [?]

I Muon identification and rough pT estimates at
L1 are formed from hit coincidence in resistive
plate (RPC) and thin gap (TGC) chambers

I Efficient particle identification required at both
L1 and HLT to reduce event rate before
reconstruction:

Stable Beams⇒ Level 1 Trigger⇒ High Level Trigger

(40 MHz) ⇒ (∼100 kHz) ⇒ (∼1kHz)

Motivation:
I Problematic RPC and TGC modules lead to

lowered efficiency and ultimately data loss

I Offline efficiency monitoring has inherent delay
while runs are reconstructed → minor problems
potentially go unnoticed

I Solution: Use Z bosons reconstructed at HLT to
monitor L1 efficiency on the fly allowing for
faster response

Online Tag and Probe Efficiency

Tag and Probe Method:
I Reconstructed Z → µ+µ− events used to

measure unbiased trigger efficiency directly from
data by exploiting clean di-muon resonance

I Picking Z → µ+µ− events guarantees 2 real
muons in the detector

I One ’tag’ muon is matched to the trigger →
unbiases other muons in the event with respect
to the trigger

I Match ’probe’ muons back to trigger decisions to
determine efficiency

Online Criteria:
I Replace offline reconstructed muons with muon

tracks from HLT

I Select only events passed from a parent di-muon
trigger and with good HLT tracking to ensure
high purity:

I Pick muon pairs that satisfy invariant mass
requirement:

|mZ −mµµ| < 10GeV

I Use regions of interest (RoIs) from L1 trigger
and calculate a separation metric (∆R) for each
HLT track and L1 RoI:

∆R =
√

(∆φ)2 + (∆η)2

I Use ∆R values to define ’tag’ and ’probe’
muons:

”Tag” and ”Probe” selection criteria for online Z → µ+µ− tag and
probe

I Efficiency given by ratio of matched probes to
total probe candidates:

εTaP =
Matched Probes

Total Probe Candidates

I Every instance of a valid tag within a pair is
equivalent → For each pair there is the potential
for up to 2 contributions to the efficiency

Run 2 Results

2018 Results:
I Efficiencies monitored as function of muon

kinematics (φ, µ, pT )
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I Spatial variables φ and η allow monitoring of
efficiency over full detector volume
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Monitoring Display
I Efficiencies are automatically compared to

reference values on a bin by bin basis within the
online monitoring tool

I Large drop in efficiency in any bin produces red
flag to notify control room shifter

I Tool already used to flag issue affecting several
RPC towers that was missed by hardware
monitoring:

ATLAS trigger monitoring display output,
run no. 356124
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Differential tt̄ cross-sections and EFT limit extraction in boosted events at ATLAS

Jonathan Jamieson on behalf of the ATLAS Collaboration

Analysis strategy

I Differential cross-section measurements of highly boosted tt̄ events with additional jets at 139 fb91

I Select events in lepton+jets channel with:
1 lepton, 2 b-tagged jets, ≥ 1 high pT re-clustered R=1 jet with 120 < m [GeV] < 220

I Reduce jet energy scale (JES) uncertainty using Jet Scale Factor (JSF) method

I Unfold distributions to particle-level and compare to NLO+PS generators

I Extract limits on two tt̄ sensitive EFT operators (OtG, O
(8)
tq ) using hadronic top pT distribution

b̄

`−ν

b

q

q

t̄

t

W−

Hadronic Top
(top-tagged)

Leptonic b-jet
(∆R matched )

Additional Jet

W+

q/g

Re-clustered jets
for top reconstruction

Leptonic top reconstructed
using pseudo-top algorithm

Process Expected events

CC̄ 842000 ± 02600
Single top-quark 017000 ± 00300
CC̄+(CC̄,+CC̄/+CC̄�) 008000 ± 00100
Multĳet 006000 ± 00400
,+jets 004000 ± 00100
/+jets 000800 ± 00040
Diboson 000400 ± 00020

Data 75743

Table 1: Detector-level event yields for measured data, simulated CC̄ signal and background events. The uncertainty
values are symmetrised and indicate the combined effect of statistical and detector uncertainties.
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Uncertainty reduction

I Use known top-quark mass and top-tagged jet mass (mtop
had) to reduce impact of JES uncertainties

I Scale jet energies, measure mtop
had and derive linear parameterisation between mtop

had and scaling factor

I Read off value of JSFdata and re-run analysis applying scale-factor to all jet energies

I Significantly reduces impact of JES at expense of increased statistical and mtop
had modelling uncertainties

I Cut on m`,b < 180GeV reduces single-top background uncertainties at high top pT (by up to 70%)

I Total uncertainty of only 4.2% on inclusive cross-section (improved from 7.9% at 36 fb91 [1])
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I Correct for detector effects using iterative Bayesian unfolding (IBU) and propagate uncertainties

I Validate unfolding by injecting moderate EFT contributions and recovering modified particle-level

I Differential cross-section measurements compared to NLO simulation and NLO re-weighted to NNLO

I Re-weighting observed to improve the agreement between data and theory

I Systematics dominated, leading uncertainties: tt̄ modelling, flavour tagging, small-R jets

Unfolded differential cross-section measurements
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1

I Probe sensitivity to new physics at high energy scale using EFTs (Λ = 1TeV)

I Use differential distribution to disentangle and constrain two sensitive Wilson coefficients; CtG and C
(8)
tq

I Build function of cross-section in terms of Wilson coefficients1 and fit to data using EFTfitter

I Observe no evidence for new physics and excellent sensitivity to C
(8)
tq , stronger limits than global fit [2]

I Successfully disentangle effects of OtG and O
(8)
tq operators showing power of differential measurement

Differential EFT limit extraction
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I Spatial variables φ and η allow monitoring of
efficiency over full detector volume
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Monitoring Display
I Efficiencies are automatically compared to

reference values on a bin by bin basis within the
online monitoring tool

I Large drop in efficiency in any bin produces red
flag to notify control room shifter

I Tool already used to flag issue affecting several
RPC towers that was missed by hardware
monitoring:
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Test of unfolding stability (unfolded/particle-level)
in presence of injected EFT contributions
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