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DAMPE Detector
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Figure 1: Schematic view of the DAMPE detector. Sensitive detectors and support structures

are shown. The z-axis of the DAMPE coordinate system is oriented to the zenith, orthogonal

to the STK planes and y points to the sun.

Moreover, thanks to its high position resolution, the direction of incoming pho-51

tons converting into electron-positron pairs in the STK’s tungsten plates can be52

precisely reconstructed. In order to fully exploit the trajectory reconstruction53

capabilities of the STK, a precise alignment of the instrument is needed, as54

explained in the paper.55

The paper is organized as follows. In Section 2 the STK is briefly described.56

Section 3 provides the details of the on-orbit data and simulation used in the57

alignment analysis. Section 4 gives an overview of the data reconstruction pro-58

cedure. In Section 5 the alignment procedure is described in detail. In Section 659

the results on the STK position resolution are reported. In Section 7 the align-60

ment stability and its on-orbit variations are discussed. Conclusions are given61

in Section 8.62

2. The STK63

The STK [3] is designed to reconstruct the charged particle trajectories,64

identify the direction of incoming gamma-rays converting into electron-positron65

pairs and measure the charge Z of cosmic rays. It consists of 6 tracking double-66

layers, providing 6 independent measurements of the x and y coordinates of the67
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DAMPE Detector on-orbit status

Andrii Tykhonov                                                                                                                                                            Latest Results from DAMPE

• Stable BGO energy response throughout more than 5 years of operation

• Excellent PSD Z resolution (good job on alignment, light attenuation & quenching correction)

• Excellent STK noise stability and position resolution (alignment every 2 weeks)

Energy Reconstruction

6

• The energy deposition in electromagnetic 
shower center is investigated with MC 
simulation, and fluorescence saturation 
of BGO is not observed up to 2.5 TeV

• The raw energy spectrum 
reconstructed with different 
years’ data show good 
consistency

BGO energy 
response over years
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An alignment performed once every two weeks

The variation of the position resolution with time is less than 6%. 

In order to fully exploit the trajectory reconstruction capabilities of the STK, a precise alignment of the instrument is
needed.
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An alignment performed once every two weeks

The variation of the position resolution with time is less than 6%. 

In order to fully exploit the trajectory reconstruction capabilities of the STK, a precise alignment of the instrument is
needed.
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An alignment performed once every two weeks

The variation of the position resolution with time is less than 6%. 

In order to fully exploit the trajectory reconstruction capabilities of the STK, a precise alignment of the instrument is
needed.

STK position 
resolution

σ 1
 (μ

m
)

Stable data taking since December 2015 up to now! 

… 10 billion events collected for the analysis

T. Dong et. al. Astropart. Phys. vol 105, 2019

See A. Tykhonov et. al.  NIMA  
vol. 893 (2018), vol. 924 (2019)

See C. Yue et. al. NIMA 
vol. 856 (2017)
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Cosmic Rays:  e++e-
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Direct detection of a break in the teraelectronvolt 
cosmic-ray spectrum of electrons and positrons
DAMPE Collaboration*

*A list of authors and affiliations appears at the end of the paper. 

High-energy cosmic-ray electrons and positrons (CREs), which 
lose energy quickly during their propagation, provide a probe of 
Galactic high-energy processes1–7 and may enable the observation 
of phenomena such as dark-matter particle annihilation or 
decay8–10. The CRE spectrum has been measured directly up to 
approximately 2 teraelectronvolts in previous balloon- or space-
borne experiments11–16, and indirectly up to approximately 5 
teraelectronvolts using ground-based Cherenkov γ-ray telescope 
arrays17,18. Evidence for a spectral break in the teraelectronvolt 
energy range has been provided by indirect measurements17,18, 
although the results were qualified by sizeable systematic 
uncertainties. Here we report a direct measurement of CREs in the 
energy range 25 gigaelectronvolts to 4.6 teraelectronvolts by the 
Dark Matter Particle Explorer (DAMPE)19 with unprecedentedly 
high energy resolution and low background. The largest part of 
the spectrum can be well fitted by a ‘smoothly broken power-law’ 
model rather than a single power-law model. The direct detection of 
a spectral break at about 0.9 teraelectronvolts confirms the evidence 
found by previous indirect measurements17,18, clarifies the behaviour 
of the CRE spectrum at energies above 1 teraelectronvolt and sheds 
light on the physical origin of the sub-teraelectronvolt CREs.

The Dark Matter Particle Explorer (DAMPE; also known as 
‘Wukong’ in China), which was launched into a Sun-synchronous 
orbit at an altitude of about 500 km on 17 December 2015, is a high- 
energy particle detector optimized for studies of CREs and γ -rays up 
to about 10 TeV. The DAMPE instrument, from top to bottom, consists 
of a plastic scintillator detector, a silicon–tungsten tracker-converter 
detector, a bismuth germanium oxide (BGO) imaging calorimeter, 
and a neutron detector19. The plastic scintillator detector measures 
the charge of incident particles with a high nuclear resolution up to 
atomic number Z =  28, and aids in the discrimination between  photons 
and charged particles. The silicon–tungsten tracker-converter detector 
measures the charge and trajectory of charged particles, and recon-
structs the direction of γ -rays converting into e+e− pairs. The BGO 
calorimeter20, with a total depth of about 32 radiation lengths and about 
1.6 nuclear interaction lengths, measures the energy of incident par-
ticles and provides efficient CRE identification. The neutron  detector 
further improves the electron/proton discrimination at teraelectron-
volt energies19. With the combination of these four sub-detectors, 
DAMPE has achieved effective rejection of the hadronic cosmic-ray 
background and much improved energy resolution for CRE meas-
urements19. In 2014 and 2015 the DAMPE engineering qualifica-
tion model (see Methods) was extensively tested using test beams at 
the European Organization for Nuclear Research (CERN). The test 
beam data demonstrated excellent energy resolution for electrons and  
γ -rays (better than 1.2% for energies21,22 exceeding 100 GeV), and  
verified that the electron/proton discrimination capabilities of the 
 system19 are consistent with the simulation results.

The cosmic-ray proton-to-electron flux ratio increases from approx-
imately 300 at 100 GeV to approximately 800 at 1 TeV. A robust elec-
tron/proton discrimination and an accurate estimate of the residual 

proton background are therefore crucial for reliable measurement of the 
CRE spectrum. As the major instrument onboard DAMPE, the BGO 
calorimeter ensures a well contained development of electromagnetic 
 showers in the energy range of interest. The electron/proton discrimi-
nation method relies on an image-based pattern recognition, as adopted 
in the ATIC experiment23. It exploits the topological differences of the 
shower shape between hadronic and electromagnetic particles in the 
BGO  calorimeter. This method, together with the event pre-selection 
procedure, is found to be able to reject > 99.99% of the protons while 
keeping 90% of the electrons and positrons. The details of electron 
identification are presented in Methods (for example, in Extended Data 
Fig. 1 we show the consistency of the electron/proton discrimination 
between the flight data and the Monte Carlo simulations). Figure 1 
illustrates the discrimination power of DAMPE between electrons 
and protons with deposited energies of 500–1,000 GeV, using the BGO 
images only.

The results reported in this work are based on data recorded between 
27 December 2015 and 8 June 2017. Data collected while the satellite 
was passing the South Atlantic Anomaly has been excluded from the 
analysis. During these approximately 530 days of operation, DAMPE 
recorded more than 2.8 billion cosmic-ray events, including around 
1.5 million CREs above 25 GeV. Figure 2 shows the corresponding 
CRE spectrum measured from the DAMPE data (see Table 1 for more 
details), compared with previously published results from the space-
borne experiments AMS-0214 and Fermi-LAT16, as well as the ground-
based experiment of the H.E.S.S. Collaboration17,18. The contamination 
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Figure 1 | Discrimination between electrons and protons in the 
BGO instrument of DAMPE. Both the electron candidates (the lower 
population) and proton candidates (the upper population) are for the 
DAMPE flight data with energies between 500 GeV and 1 TeV deposited in 
the BGO calorimeter. F last represents the ratio of energy deposited in the 
last BGO layer to the total energy deposited in the BGO calorimeter23. The 
shower spread is defined as the summation of the energy-weighted shower 
dispersion of each layer.

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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of the proton background for DAMPE is estimated to be less than 3% in 
the energy range 50 GeV to 1 TeV (see Table 1). The systematic uncer-
tainties of the flux measurement have been evaluated, with dominant 
contributions from the background subtraction and the instrumental 
effective acceptance (the product of the fiducial instrumental acceptance 
and the particle selection efficiency). More details on the systematic  
uncertainties can be found in Methods.

A spectral hardening at about 50 GeV is shown in our data, in agree-
ment with that of AMS-0214 and Fermi-LAT16. The data in the energy 
range 55 GeV to 2.63 TeV fit much better to a smoothly broken power- 
law model (the fit yields χ2 =  23.3 for 18 degrees of freedom) than to 
a single power-law model (which yields χ2 =  70.2 for 20 degrees of 
freedom). Our direct detection of a spectral break at E ≈  0.9 TeV, with 
the spectral index changing from γ 1 ≈  3.1 to γ 2 ≈  3.9 (see Methods for 
details), confirms the previous evidence found by the ground-based 
indirect measurement of the H.E.S.S. Collaboration17,18. The AMS-02 
data also predict a teraelectronvolt spectral softening with the so-called 
minimal model24. Our results are consistent with the latest CRE spectra  
measured by Fermi-LAT16 in a wide energy range, although the tera-
electronvolt break has not been detected by Fermi-LAT, possibly 
owing to higher particle background contamination and/or lower 
 instrumental energy resolution. We note that the CRE flux measured 
by DAMPE is overall higher than the one reported by AMS-02 for 
energies exceeding 70 GeV. The difference might be due in part to the 
uncertainty in the absolute energy scale, which would coherently shift 
the CRE spectrum up or down. With increased statistics and improved 
understanding of the detector’s performance, more consistent measure-
ments among different experiments may be achieved in the near future.
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Figure 2 | The CRE spectrum (multiplied by E3) measured by DAMPE. 
The red dashed line represents a smoothly broken power-law model that 
best fits the DAMPE data in the range 55 GeV to 2.63 TeV. Also shown are 
the direct measurements from the space-borne experiments AMS-0214  
and Fermi-LAT16, and the indirect measurement by the H.E.S.S. 
Collaboration (the grey band represents its systematic errors apart from 
the approximately 15% energy scale uncertainty)17,18. The error bars  
(± 1σ) of DAMPE, AMS-02 and Fermi-LAT include both systematic and 
statistical uncertainties added in quadrature.

Table 1 | The CRE flux (in units of m−2 s−1 sr−1 GeV−1) with 1σ statistical and systematic errors

Energy range (GeV) 〈E〉 (GeV) Acceptance (m2 ×  sr) Counts Background fraction Φ  (e+ + e−) ±  σstat ±  σsys

24.0–27.5 25.7 ±  0.3 0.256 ±  0.007 377,469 (2.6 ±  0.3)% (1.16 ±  0.00 ±  0.03)× 10−2

27.5–31.6 29.5 ±  0.4 0.259 ±  0.007 279,458 (2.5 ±  0.3)% (7.38 ±  0.02 ±  0.19)× 10−3

31.6–36.3 33.9 ±  0.4 0.261 ±  0.007 208,809 (2.4 ±  0.2)% (4.76 ±  0.02 ±  0.13)× 10−3

36.3–41.7 38.9 ±  0.5 0.264 ±  0.007 156,489 (2.4 ±  0.2)% (3.08 ±  0.01 ±  0.08)× 10−3

41.7–47.9 44.6 ±  0.6 0.266 ±  0.007 117,246 (2.3 ±  0.2)% (2.00 ±  0.01 ±  0.05)× 10−3

47.9–55.0 51.2 ±  0.6 0.269 ±  0.007 87,259 (2.3 ±  0.2)% (1.28 ±  0.01 ±  0.03)× 10−3

55.0–63.1 58.8 ±  0.7 0.272 ±  0.007 65,860 (2.2 ±  0.2)% (8.32 ±  0.04 ±  0.21)× 10−4

63.1–72.4 67.6 ±  0.8 0.275 ±  0.007 49,600 (2.1 ±  0.2)% (5.42 ±  0.03 ±  0.13)× 10−4

72.4–83.2 77.6 ±  1.0 0.277 ±  0.007 37,522 (2.1 ±  0.2)% (3.54 ±  0.02 ±  0.09)× 10−4

83.2–95.5 89.1 ±  1.1 0.279 ±  0.007 28,325 (2.1 ±  0.1)% (2.31 ±  0.01 ±  0.06)× 10−4

95.5–109.7 102.2 ±  1.3 0.283 ±  0.007 21,644 (2.0 ±  0.1)% (1.52 ±  0.01 ±  0.04)× 10−4

109.7–125.9 117.4 ±  1.5 0.282 ±  0.007 16,319 (2.0 ±  0.1)% (1.00 ±  0.01 ±  0.02)× 10−4

125.9–144.5 134.8 ±  1.7 0.286 ±  0.007 12,337 (2.0 ±  0.1)% (6.49 ±  0.06 ±  0.16)× 10−5

144.5–166.0 154.8 ±  1.9 0.287 ±  0.007 9,079 (2.0 ±  0.1)% (4.14 ±  0.04 ±  0.10)× 10−5

166.0–190.6 177.7 ±  2.2 0.288 ±  0.007 7,007 (1.9 ±  0.1)% (2.78 ±  0.03 ±  0.07)× 10−5

190.6–218.8 204.0 ±  2.6 0.288 ±  0.007 5,256 (2.0 ±  0.1)% (1.81 ±  0.03 ±  0.05)× 10−5

218.8–251.2 234.2 ±  2.9 0.290 ±  0.007 4,002 (1.9 ±  0.1)% (1.20 ±  0.02 ±  0.03)× 10−5

251.2–288.4 268.9 ±  3.4 0.291 ±  0.007 2,926 (2.0 ±  0.2)% (7.59 ±  0.14 ±  0.19)× 10−6

288.4–331.1 308.8 ±  3.9 0.291 ±  0.007 2,136 (2.1 ±  0.2)% (4.81 ±  0.11 ±  0.12)× 10−6

331.1–380.2 354.5 ±  4.4 0.290 ±  0.007 1,648 (2.1 ±  0.2)% (3.25 ±  0.08 ±  0.08)× 10−6

380.2–436.5 407.1 ±  5.1 0.292 ±  0.007 1,240 (2.0 ±  0.2)% (2.12 ±  0.06 ±  0.05)× 10−6

436.5–501.2 467.4 ±  5.8 0.291 ±  0.007 889 (2.2 ±  0.2)% (1.32 ±  0.05 ±  0.03)× 10−6

501.2–575.4 536.6 ±  6.7 0.289 ±  0.007 650 (2.2 ±  0.2)% (8.49 ±  0.34 ±  0.21)× 10−7

575.4–660.7 616.1 ±  7.7 0.288 ±  0.007 536 (2.0 ±  0.2)% (6.13 ±  0.27 ±  0.15)× 10−7

660.7–758.6 707.4 ±  8.8 0.285 ±  0.007 390 (2.0 ±  0.2)% (3.92 ±  0.20 ±  0.10)× 10−7

758.6–871.0 812.2 ±  10.2 0.284 ±  0.007 271 (2.3 ±  0.3)% (2.38 ±  0.15 ±  0.06)× 10−7

871.0–1,000.0 932.5 ±  11.7 0.278 ±  0.008 195 (2.3 ±  0.3)% (1.52 ±  0.11 ±  0.04)× 10−7

1,000.0–1,148.2 1,070.7 ±  13.4 0.276 ±  0.008 136 (2.6 ±  0.4)% (9.29 ±  0.82 ±  0.27)× 10−8

1,148.2–1,318.3 1,229.3 ±  15.4 0.274 ±  0.009 74 (3.6 ±  0.5)% (4.38 ±  0.53 ±  0.14)× 10−8

1,318.3–1,513.6 1,411.4 ±  17.6 0.267 ±  0.009 93 (2.2 ±  0.4)% (4.99 ±  0.53 ±  0.17)× 10−8

1,513.6–1,737.8 1,620.5 ±  20.3 0.263 ±  0.010 33 (5.0 ±  0.9)% (1.52 ±  0.28 ±  0.06)× 10−8

1,737.8–1,995.3 1,860.6 ±  23.3 0.255 ±  0.011 26 (5.4 ±  0.9)% (1.07 ±  0.22 ±  0.05)× 10−8

1,995.3–2,290.9 2,136.3 ±  26.7 0.249 ±  0.012 17 (5.8 ±  0.9)% (6.24 ±  1.61 ±  0.30)× 10−9

2,290.9–2,630.3 2,452.8 ±  30.7 0.243 ±  0.014 12 (7.9 ±  1.1)% (3.84 ±  1.20 ±  0.21)× 10−9

2,630.3–3,019.9 2,816.1 ±  35.2 0.233 ±  0.015 4 (18.2 ±  2.5)% (1.03 ±  0.63 ±  0.07)× 10−9

3,019.9–3,467.4 3,233.4 ±  40.4 0.227 ±  0.017 4 (15.4 ±  2.4)% (9.53 ±  5.64 ±  0.70)× 10−10

3,467.4–3,981.1 3,712.4 ±  46.4 0.218 ±  0.018 4 (11.2 ±  2.6)% (9.07 ±  5.12 ±  0.77)× 10−10

3,981.1–4,570.9 4,262.4 ±  53.3 0.210 ±  0.020 3 (11.4 ±  4.0)% (6.15 ±  4.02 ±  0.60)× 10−10

〈 E〉  is the representative value of the energy in the bin, calculated in the same way as in ref. 14.

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

LETTER RESEARCH

Extended Data Figure 1 | Comparison of the flight data and the Monte 
Carlo simulations of the ζ distributions. All events have deposited 
energies between 500 GeV and 1 TeV in the BGO calorimeter. The error 
bars (± 1σ) represent statistical uncertainties. As for the Monte Carlo 
(MC) simulation data, the black, green and red histograms represent the 
electrons, the protons and their sum, respectively.

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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Extended Data Figure 1 | Comparison of the flight data and the Monte 
Carlo simulations of the ζ distributions. All events have deposited 
energies between 500 GeV and 1 TeV in the BGO calorimeter. The error 
bars (± 1σ) represent statistical uncertainties. As for the Monte Carlo 
(MC) simulation data, the black, green and red histograms represent the 
electrons, the protons and their sum, respectively.
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Direct detection of break at 0.9 TeV

Ambrosi et al Nature vol 552, (2017)                 

~ 300 citations!

• Relatively big geometric acceptance ~0.35 m2 sr

• Deep granular calorimeter: 


• ~31 X0, 14 layers, 22 bars / layer 

• Energy resolution ~ 1% (above 100 GeV)

• e/p discrimination — p rejection 104 — 105

DAMPE — unique instrument for probing CR electron (CRE) spectrum at > ~ TeV!
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 in progress …

• CRE rapidly loose energy due to synchrotron radiation — only local sources with 1 kpc  >~ TeV

• p background critical at  ~ 10 TeV → new e/p classifier needed!

• Neural Net classifier developed:

SNR 
Pulsars 

Dark Matter?

identi�cation with DAMPE
Neural networks for electron
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An arti�cial neural network is trained on Monte Carlo data, taking as input 
28 observables quantifying interaction topology and event characteristics.

In a regular neural network, the output is compressed to the [0;1] range by 
a sigmoid function. This results in a peak of false-positives in the signal 
region. Removing the output activation recovers a monotonic distribution, 
allowing e.g. interpolation methods for background estimation.

The neural network classi�er 
features a much �atter e�ciency 
than the classical method for a 
�xed cut, yielding at 10 TeV the 
same contamination for twice the 
signal e�ciency.

For a 1-to-1 comparison, a 
moving cut is set such that both 
methods have the same 
e�ciency. With a 95% e�cient 
cut, the background rejection of 
neural nets is up to 8x better.

3a. Performances

3b. MC validation
MC is scaled to the real data, to verify there are no biases and to 
con�rm the reliability of the method.

A cosmic ray space observatory in operations since December 
2015. It is equipped with a deep calorimeter (32 X0) able to 
detect electrons up to 10 TeV with a 1% energy resolution.

Electron identi�cation is based on the interaction topology.
The classical method is to de�ne such observable [Ambrosi et al.]
                     � = shower width × shower depth
Electrons have a lower � than protons and nuclei.

However � is limited at several TeV. A better method is required.
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detectors ATIC-2 (7), CREAM (16), and NUCLEON (17) are overlaid
for comparison. The DAMPE spectrum is consistent with those of
PAMELA and AMS-02. At higher energies, our results are also
consistent with that of CREAM, ATIC-2, and NUCLEON when the
systematic uncertainties are taken into account.

DISCUSSION
The features of the proton spectrum measured by DAMPE in the
energy range from 40GeV to 100 TeV give fundamental information
about the origin and propagation of Galactic CRs. A spectral harden-
ing at a few hundred giga–electron volt energies is shown in our data,
in agreementwith that of PAMELA (10) andAMS-02 (11). As discussed
in several papers [(29) and references therein], the hardening can be due
to either details of the acceleration mechanism, effects in the propaga-
tion in the Milky Way, or the contribution of a new population of CRs
(e.g., a nearby source). Furthermore, the DAMPE measurement gives
strong evidence of a softening at about 10 TeV. It is worth reminding
that a maximum of the large-scale anisotropy has been observed just at
that energy [see, e.g., (29, 30)]. We fit the spectrum with energies be-
tween 1 and 100 TeV with a single PL model and a smoothly broken
PL (SBPL) model, respectively, and find that the SBPLmodel is favored
at the 4.7s confidence level compared with the single PL one (see
Materials and Methods for details of the fit). For the SBPL model fit,
the break energy is 13:6þ4:1

"4:8 TeV, the spectral index below the break
energy is 2.60 ± 0.01, and the change of the spectral index above the
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Fig. 2. Proton spectrum from 40 GeV to 100 TeV measured with DAMPE (red
filled circles). The red error bars show the statistical uncertainties, the inner shaded
band shows the estimated systematic uncertainties due to the analysis procedure, and
the outer band shows the total systematic uncertainties including also those from
the hadronic models. The other direct measurements by PAMELA (10) (green stars),
AMS-02 (11) (blue squares), ATIC-2 (7) (cyan diamonds), CREAM I + III (16) (magenta
circles), and NUCLEON-KLEM (17) are shown for comparison. For the PAMELA data,
a −3.2% correction of the absolute fluxes has been included (43, 44). The error bars
of PAMELA and AMS-02 data include both statistical and systematic uncertainties
added in quadrature. For ATIC-2, CREAM, and NUCLEON data, only statistical uncer-
tainties are shown.

Table 1. Fluxes of CR protons measured with DAMPE, together with 1s statistical and systematic uncertainties. The systematic uncertainties include
those associated with the analysis procedure sana (e.g., the event selection, the background subtraction, and the spectral deconvolution) and the energy
responses due to different hadronic models shad.

〈E〉 (GeV) Emin (GeV) Emax (GeV) F ± sstat ± sana ± shad (GeV−1 m−2 s−1 sr−1)

49.8 39.8 63.1 (2.97 ± 0.00 ± 0.14 ± 0.20) × 10−1

78.9 63.1 100.0 (8.43 ± 0.00 ± 0.40 ± 0.56) × 10−2

125.1 100.0 158.5 (2.38 ± 0.00 ± 0.11 ± 0.16) × 10−2

198.3 158.5 251.2 (6.64 ± 0.00 ± 0.31 ± 0.44) × 10−3

314.3 251.2 398.1 (1.89 ± 0.00 ± 0.09 ± 0.12) × 10−3

498.1 398.1 631.0 (5.39 ± 0.01 ± 0.25 ± 0.36) × 10−4

789.5 631.0 1000 (1.60 ± 0.00 ± 0.07 ± 0.11) × 10−4

1251 1000 1585 (4.81 ± 0.01 ± 0.23 ± 0.33) × 10−5

1983 1585 2512 (1.45 ± 0.01 ± 0.07 ± 0.13) × 10−5

3143 2512 3981 (4.45 ± 0.02 ± 0.21 ± 0.44) × 10−6

4981 3981 6310 (1.36 ± 0.01 ± 0.06 ± 0.13) × 10−6

7895 6310 10,000 (4.06 ± 0.04 ± 0.19 ± 0.40) × 10−7

12,512 10,000 15,849 (1.20 ± 0.02 ± 0.06 ± 0.12) × 10−7

19,830 15,849 25,119 (3.35 ± 0.07 ± 0.17 ± 0.33) × 10−8

31,429 25,119 39,811 (9.03 ± 0.26 ± 0.48 ± 0.89) × 10−9

49,812 39,811 63,096 (2.47 ± 0.11 ± 0.15 ± 0.24) × 10−9

78,946 63,096 100,000 (6.50 ± 0.40 ± 0.50 ± 0.64) × 10−10
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“hardening” ~ 500 GeV

“softening” ~ 14 TeV

… new production or propagation mechanism, nearby sources?
DAMPE measurement: challenging conventional (single-component) CR-origin models

DAMPE measurement in 2019 confirms spectral hardening and reveals new structure at 14 TeV!

shown in Fig. 3A. This efficiency was used in deriving the effective
acceptance shown in Fig. 3D.

The MC charge selection efficiency of each layer of the PSD was
also validated by the flight data. For instance, to estimate the efficiency
of the first PSD layer, we used the second PSD layer and the first STK
layer measurements of the charge to select the sample and calculated
how many of the events have correct charge measurement in the first
PSD layer. The differences between MC simulations and the flight
data were adopted as systematic uncertainties of the charge selection
efficiencies.

Background estimate
The background for protons includes misidentified helium nuclei and a
tiny fraction of electrons. The electrons were rejected thanks to different
developments between hadronic showers and electromagnetic ones in
the BGO calorimeter. The fraction of residual electrons in the proton
sample was estimated to be about 0.05% for deposited energies larger
than 20 GeV, using the template fit of the shower morphology
parameter [z as defined in (26)]. Helium nuclei are the main source

of background for protons. We used the template fit of the PSD charge
spectra to estimate the helium backgrounds. The templates were built
on the basis of MC simulations (see Fig. 1). The fraction of helium con-
tamination as a function of deposited energy in the BGO calorimeter is
shown in Fig. 3B. It is ≲1% for deposited energies below 10 TeV and
increases up to ∼5% around 50 TeV.

Energy measurement and spectral deconvolution
The energy of an incident particle was measured by the BGO calorim-
eter. Because of the limited thickness of the BGO calorimeter (∼1.6 nu-
clear interaction length) and the missing energy due to muon and
neutrino components in hadronic showers, the energy measurements
of CR nuclei are biased with some uncertainties. Therefore,MC simula-
tions are required to estimate the energy response of the calorimeter.
The energy resolution for protons was found to be about 25 to 35%
for incident energies from 100 GeV to 10 TeV (20). The linear re-
gion of the energy measurement can extend to incident energies of
∼100 TeV, thanks to the maximum reachable energy of 4 TeV for
the dynode-2 readout device of each BGO bar (20). For very few
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Fig. 3. Some key information for the proton spectrum measurement. (A) The charge selection efficiency of protons versus incident energies for the GEANT
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Light-nuclei Astrophysics (PAMELA) (10), and Alpha Magnetic Spec-
trometer (AMS)–02 (11) observations. The spectral hardenings sug-
gest extensions of the traditional CR source injection, acceleration,
and/or propagation processes, e.g., (12–14). The spectral behaviors of
CRs at higher energies (more than tera–electron volts) are essential to
understand the nature of the spectral hardenings, as well as the origin
and propagation of CRs.Moreover, the extension of the spectra to peta–
electron volt energies according to the PL indicesmeasured at sub-tera–
electron volt energies seems to be in conflict with the all-particle
spectrum of CRs (15). Such a puzzle may be solved if a significant spec-
tral softening presents well below the so-called knee at several peta–
electron volts. The precise measurements of the energy spectra of CRs
above tera–electron volts are thus motivated by the test of potential
new spectral features. The recent CREAM and NUCLEON data show
hints that the energy spectra of CR nuclei may become softer above
rigidities of 10 to 20TV (16, 17).However, the result of the proton plus
helium spectrum from the air shower experiment ARGO-YBJ shows a
single PL form for energies between 3 and 300 TeV (18). The CREAM
result is mainly limited by its low statistics. The NUCLEON data, with
again relatively low statistics at energies above tens of tera–electron volts,
also suffer from sizeable systematic uncertainties that need to be prop-
erly included. The indirect measurements, on the other hand, suffer
frompoor composition resolution. Although themagnetic spectrometers
can measure CRs very accurately, they are unable to reach energies well
beyond tera–electron volts in the foreseeable future. Therefore, the
calorimeter-based direct measurement experiments, with high statistics
up to ∼100 TeV and well-controlled systematic uncertainties, are most
suitable to solve the above problems.

RESULTS
In this work, we present the measurement of the proton spectrum
with the DArk Matter Particle Explorer (DAMPE; also known as
“Wukong” in China). DAMPE is a calorimetric-type, satellite-borne
detector for observations of high-energy electrons, gamma rays, and
CRs (19, 20). From top to bottom, the instrument consists of a plastic
scintillator strip detector (PSD) (21), a silicon-tungsten tracker con-
verter (STK) (22), a bismuth germanate (BGO) imaging calorimeter
(23), and a neutron detector (NUD) (24). The PSDmeasures the charge
of incident particles and serves as an anticoincidence detector for gam-
ma rays. The STK reconstructs the trajectory and also measures the
charge of the particles. The BGO calorimeter measures the energy

and trajectory of incident particles and provides effective electron/
hadron discrimination based on the shower images. The NUD pro-
vides additional electron/hadron discrimination. These four subdetec-
tors enable good measurements of the charge (∣Z∣) with a resolution
(Gaussian SD) of about 0.06e and 0.04e for the PSD (25) and the STK,
respectively, the arrival direction with an angular resolution of better
than 0.5° above 5 GeV, the energy with a resolution of higher than
1.5% for >10-GeV electrons/photons (26) and about 25 to 35% for pro-
tons up to 10 TeV (20), and the identification of incoming particles
with a proton rejection capability of about 3 × 104 when keeping 90%
of electrons (26). The DAMPE detector was launched into a 500-km
Sun-synchronous orbit on 17 December 2015. The on-orbit calibration
results demonstrate that DAMPE operates stably in space (27).

The data used in this work cover the first 30 months of operation of
DAMPE, from 1 January 2016 to 30 June 2018. The fraction of live time
is about 75.73% after excluding the time when the satellite passes the
South Atlantic Anomaly region, the instrument dead time, the time
for on-orbit calibration, and the period between 9 September 2017
and 13 September 2017 during which a big solar flare occurred and
may have affected the baseline of the detector. We select protons using
the charge measured by the PSD (see Materials and Methods for de-
tails about the event selection). Figure 1 illustrates the reconstructed
PSD charge spectra for low-Z nuclei for deposited energies of 447 to
562 GeV (left), 4.47 to 5.62 TeV (middle), and 20 to 63 TeV (right),
together with the Monte Carlo (MC) simulations of protons and
helium nuclei with GEANT v4.10.03 (28). Note that small corrections
from the reconstructed charge to the true particle charge (25) have not
been applied in this work. The proton and helium peaks are separated
in this plot. The contamination of the proton sample due to helium
nuclei is found to be less than 1% for deposited energies below 10 TeV
and about 5% around 50 TeV, as an effect of the energy-dependent
charge selection (see Materials and Methods). Given the excellent
electron-proton discrimination capability of DAMPE (26), the con-
tamination due to residual electrons is estimated to be about 0.05%
in the whole energy range analyzed in this work.

The proton spectrum in the energy range from40GeV to 100TeV is
shown in Fig. 2 and tabulated inTable 1. Error bars represent the 1s sta-
tistical uncertainties of the DAMPE measurements, and the shaded
bands show the systematic uncertainties associated with the analysis
procedure (inner band) and the total systematic uncertainties including
those from the hadronic models (outer band). Previous measurements
by space detectors PAMELA (10) and AMS-02 (11), and balloon-borne
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Fig. 1. The combined signal spectra of PSD for protons and helium nuclei. The left panel is for BGO deposited energies between 447 and 562 GeV, the middle
panel is for BGO deposited energies of 4.47 to 5.62 TeV, and the right panel is for BGO deposited energies between 20 and 63 TeV. The on-orbit data (black) are shown,
together with the best-fit templates of simulations of protons (blue), helium nuclei (green), and their sum (red). The vertical dashed lines show the cuts to select proton
candidates in this deposited energy range.
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There are several sources of systematic uncertainties of
the measurements. For the event selections, we used the
differences between the flight data and the MC simulations
for control samples to evaluate the systematic uncertainties.
The results turn out to be about ∼4% for the HETefficiency
(σHET), ∼0.5% for the track selection efficiency (σtrack),
∼3.5% for the charge selection efficiency (σcharge). We
reweighted the spectrum of the MC simulations with
spectral index changing from 2.0 to 3.0, and found that
the helium fluxes changed by ≲1%. The analysis using
energy measurements with 14 layers of the BGO calorim-
eter led to ≲1% differences from the results presented here.
These two were combined together to give systematic
uncertainties from the spectral unfolding, σunf . The
3He=4He isotope ratio, which mainly affects the calculation

of the average number of nucleons, was estimated to
contribute to about 0.2% (σiso) of the fluxes at low energies
(∼100 GeV) and even smaller at higher energies via
varying the ratio by !5% which is conservative according
to the AMS-02 measurements [26]. We also estimated the
effect of background subtraction through varying the PSD
charge selection of Eq. (1) by !5%, and found that the
results differed by about 1%–1.5% (σbkg). The total
systematic uncertainty from the analysis was given by
the quadrature sum of the above uncertainties, which was
about 5.6%. The absolute energy scale of the measurement,
whose uncertainty was estimated to be ∼1.3% based on the
geomagnetic cutoff of e! [39], would result in a global but
tiny shift of the spectrum, and was not included in the total
systematic uncertainty. Different analyses obtained consis-
tent results within the uncertainties.
The largest systematic uncertainty comes from the

hadronic interaction models. In this work we used the
differences between the results based on the GEANT4 and
FLUKA simulations as the hadronic model systematic
uncertainties, which turned out to be about 12%–15%
for incident energies above 300 GeV. At lower energies, we
used the test beam data of helium with kinetic energies
40 GeV=n and 75 GeV=n [25] to estimate the efficiencies
and energy deposit ratios, and obtained the flux differences
between the test beam data and simulation data of ∼13%.
Thus the systematic uncertainties from the hadronic model
below 300 GeV were estimated as 13%. The statistical and
systematic uncertainties for different incident energies are
summarized in Fig. S8 of the Supplemental Material [33].
From Fig. 3 we can observe that the helium spectrum

experiences a hardening at ∼TeV energies and then shows a
softening around ∼30 TeV. The spectral fitting (see the
Supplemental Material [33]) gave a significance of the
hardening of 24.6σ, and a hardening energy of
ð1.25þ0.15

−0.12Þ TeV. What is more interesting is the softening
feature which is clearly shown in the DAMPE spectrum. A
possible softening of the spectrum was reported by pre-
vious measurements [3,9], but the limited statistics and the
large systematic uncertainties prevented a conclusion on
this specific point. The significance of the softening from
the DAMPE measurements is about 4.3σ. The softening
energy is found to be 34.4þ6.7

−9.8 TeV, with a spectral change
Δγ ¼ −0.51þ0.18

−0.20 . Together with the softening energy of the
DAMPE proton spectrum, 13.6þ4.1

−4.8 TeV [7], the results are
consistent with a charge-dependent softening energy of
protons and helium nuclei, although a mass-dependent
softening cannot be excluded by current data.
Summary.—The GCR helium spectrum from 70 GeV to

80 TeV is measured with 4.5 years of the DAMPE data. We
confirm the hardening feature of the helium spectrum
reported by previous experiments. The hardening is smooth
with a hardening energy of ∼1.3 TeV. The DAMPE data
further reveals a softening feature at ∼34 TeV with a high
significance of 4.3σ. Combined with the proton spectrum,
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FIG. 3. Helium spectrum weighted by E2.6 (top panel) mea-
sured by DAMPE. In the bottom panel, we compare the DAMPE
spectrum (converted to kinetic energy per nucleon assuming the
AMS-02 measured 3He=4He isotope ratio [26]) with previous
measurements by PAMELA [4], AMS-02 [6], CREAM-III [3],
ATIC-2 [2], and NUCLEON (KLEM) [9]. Error bars of the
DAMPE data show the statistical uncertainties. The inner and
outer shaded bands denote the systematic uncertainties from the
analysis (σana) and the total systematic uncertainties including
those from hadronic models ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2ana þ σ2had

p
Þ. For the PAMELA

and AMS-02 results, the error bars contain both the statistical and
systematic uncertainties added in quadrature. For the other
measurements, only the statistical uncertainties are shown.
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the energy recorded in each layer was required to be less
than 35% of the total deposited energy in the first 13 layers.
This requirement effectively excludes particles entering
from the sides of the detector.
(ii) STK track selection.—The number of hits of the

reconstructed tracks was required to be ≥ 3. The track with
themaximum total analog-to-digital converter was chosen if
there were more than one candidate tracks passing the
number of hits selection, and the reduced χ2 of the track
fitting was required to be smaller than 35. Then we required
a match between the selected STK track and the recon-
structed BGO track, with the following two conditions:
(a) the projected distances on each PSD layer for the STK
track and the BGO track were smaller than 90 mm, and
(b) the average projected distances between the STK track
and the centroids of the energy depositions in the first four
BGO layers were smaller than 25 mm. Furthermore, to
ensure a good shower containment, the reconstructed track
was required to be fully contained in the PSD, STK, and
BGO subdetectors, and the bar with the maximum energy
deposition in each layer was required to be not at the edge of
the calorimeter.
(iii) Charge selection.—The helium candidates were

selected by the charge measured in PSD and STK. The
signal of the first hit in the STK track was requested to be
higher than 2.5 times the MIP-equivalent signal. This is a
very loose STK charge selection to suppress proton events.
To properly account for the increase of the energy depo-
sition in the PSD bars with higher particle energies (due to
the Bethe-Bloch formula and the backscattering particles),
a deposited-energy-dependent selection of the charge
reconstructed in both PSD layers (Y layer for the first
and X layer for the second),

1.85þ 0.02 log
Edep

10 GeV
< ZXðYÞ < 2.8

þ 0.007
!
log

Edep

10 GeV

"
4.0
; ð1Þ

was adopted. Note that the energy dependence was not
considered in the PSD charge reconstruction [15]

algorithm, and the “PSD charge” here was not equivalent
to the real particle charge. Finally, the PSD charge
reconstructed based on the selected track for both layers
was required to be within a factor of 2.
Figure 1 shows the PSD charge (the minimum of X and

Y layer measurements [32]) distributions for three selected
deposited energy bins, 316–501 GeV, 1259–1995 GeV, and
19.95–70.79 TeV. The vertical dashed lines show the PSD
charge selection conditions of Eq. (1). After the STK first-
point cut, proton candidates were heavily excluded, which
enabled a pure helium sample to be selected in our analysis.
The efficiencies of the selections were obtained fromMC

simulations. The efficiencies vary with energy, and are
about 42%, 84%, and 60% for the preselection, track, and
charge selections, respectively, at 1 TeV. For the validations
of the main efficiencies one can refer to the Supplemental
Material [33]. The effective acceptance after the selection,
as a function of the incident energy for incoming helium
nuclei, is shown in Fig. 2. Here, the acceptance in the ith
incident energy bin is computed as

Aeff;i ¼ Agen ×
Npass;i

Ngen;i
; ð2Þ
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FIG. 1. The distributions of PSD charge, defined as the minimum charge value of the two PSD layers, for events with deposited energy
ranges 316–501 GeV (left), 1259–1995 GeV (middle), and 19.95–70.79 TeV (right). The flight data are shown in black points. The
histograms show the distributions of the best-fit proton MC (blue), helium MC (green), and protonþ helium MC (red). The vertical
dashed lines indicate the PSD charge range used to select helium candidate events.
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2021 result: confirms hardening at few hundred GeV/n, reveals softening at 34 TeV

“hardening” ~ TeV

“softening” ~ 34 TeV

Cosmic Rays:  He

… combined with p spectrum indicates of Z-dependent source (A-dependent not excluded)
the energy recorded in each layer was required to be less
than 35% of the total deposited energy in the first 13 layers.
This requirement effectively excludes particles entering
from the sides of the detector.
(ii) STK track selection.—The number of hits of the

reconstructed tracks was required to be ≥ 3. The track with
themaximum total analog-to-digital converter was chosen if
there were more than one candidate tracks passing the
number of hits selection, and the reduced χ2 of the track
fitting was required to be smaller than 35. Then we required
a match between the selected STK track and the recon-
structed BGO track, with the following two conditions:
(a) the projected distances on each PSD layer for the STK
track and the BGO track were smaller than 90 mm, and
(b) the average projected distances between the STK track
and the centroids of the energy depositions in the first four
BGO layers were smaller than 25 mm. Furthermore, to
ensure a good shower containment, the reconstructed track
was required to be fully contained in the PSD, STK, and
BGO subdetectors, and the bar with the maximum energy
deposition in each layer was required to be not at the edge of
the calorimeter.
(iii) Charge selection.—The helium candidates were

selected by the charge measured in PSD and STK. The
signal of the first hit in the STK track was requested to be
higher than 2.5 times the MIP-equivalent signal. This is a
very loose STK charge selection to suppress proton events.
To properly account for the increase of the energy depo-
sition in the PSD bars with higher particle energies (due to
the Bethe-Bloch formula and the backscattering particles),
a deposited-energy-dependent selection of the charge
reconstructed in both PSD layers (Y layer for the first
and X layer for the second),

1.85þ 0.02 log
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< ZXðYÞ < 2.8

þ 0.007
!
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was adopted. Note that the energy dependence was not
considered in the PSD charge reconstruction [15]

algorithm, and the “PSD charge” here was not equivalent
to the real particle charge. Finally, the PSD charge
reconstructed based on the selected track for both layers
was required to be within a factor of 2.
Figure 1 shows the PSD charge (the minimum of X and

Y layer measurements [32]) distributions for three selected
deposited energy bins, 316–501 GeV, 1259–1995 GeV, and
19.95–70.79 TeV. The vertical dashed lines show the PSD
charge selection conditions of Eq. (1). After the STK first-
point cut, proton candidates were heavily excluded, which
enabled a pure helium sample to be selected in our analysis.
The efficiencies of the selections were obtained fromMC

simulations. The efficiencies vary with energy, and are
about 42%, 84%, and 60% for the preselection, track, and
charge selections, respectively, at 1 TeV. For the validations
of the main efficiencies one can refer to the Supplemental
Material [33]. The effective acceptance after the selection,
as a function of the incident energy for incoming helium
nuclei, is shown in Fig. 2. Here, the acceptance in the ith
incident energy bin is computed as

Aeff;i ¼ Agen ×
Npass;i

Ngen;i
; ð2Þ
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FIG. 1. The distributions of PSD charge, defined as the minimum charge value of the two PSD layers, for events with deposited energy
ranges 316–501 GeV (left), 1259–1995 GeV (middle), and 19.95–70.79 TeV (right). The flight data are shown in black points. The
histograms show the distributions of the best-fit proton MC (blue), helium MC (green), and protonþ helium MC (red). The vertical
dashed lines indicate the PSD charge range used to select helium candidate events.
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• p contamination reduced by Z pre-selection in the tracker

• Dominating uncertainty from Hadronic Simulation

New!

Alemanno et. al. PRL 126, 201102 (2021)
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Cosmic Rays C, O, Fe … in progress 

Towards the measurement of carbon and oxygen spectra in cosmic rays with DAMPE Libo Wu
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Figure 5: The comparison between flight data and Monte Carlo data of both peak and width for Carbon
charge spectrum, as a function of BGO deposited energy. The top plots refer to the results of charge peak
and width for one layer, the bottom plots for the other layer.
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Figure 6: The results of template fit. The left one is the result for the range from 562 GeV to 749 GeV, the
right one for the range from 3.2 TeV to 5.6 TeV.

4. Conclusion

DAMPE has been in smooth operation for more than 5 years since its launch on Dec. 17th
2015. Some criteria for selecting carbon and oxygen events were developed, and the charge of
carbon and oxygen after final cut were validated by Monte Carlo data, some e�ciencies of selection
criteria were also validated by Monte Carlo data.
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• C & O analysis  → consistent data /MC →  uncertainties study in progress

• Fe spectrum up to few TeV/n in progress → fragmentation rate study (Geant FTFP vs FLUKA)

• Quenching of BGO calorimeter important  … 

Signs of further structures (similar to p/He) beyond TeV ?
Iron flux measurement with DAMPE Zhi-hui Xu
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Figure 7: left-template fiting of data.Black point are the flight data, green solid line are simulation data.right-
contamination.Black point represent the total contamination , and the green circle is the contamination from
Mn

Fe and Sub-Fe elements. But there are still a lot of detailed work to be done. In the future, we will
give an iron spectrum up to few TeV/n and improve the precision at higher energies.
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• Fragmentation affect the energy 
deposition and quenching effect.
(sub-iron carry more energy to BGO) 

• Low energy range (<80GeV): iron loss 
too much energy in PSD and STK 

Fe — incident VS observed energy

Effect of fragmentation  
(sub-Fe deliver more energy to BGO)
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Cosmic Rays Anisotropy
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Results consistent with null-hypothesis (no anisotropy)

Preliminary	Results�

PoS(ICRC2021)125�

Data	(leU)	and	reference	sky	map	(middle)	in	equatorial	coordinate	(J2000)	for	
all	events	in	the	date	set.	A	comparison	of	the	two	maps	results	into	the	sky	
map	of	rela?ve	intensity	(right).	Spherical	harmonic	analysis	shows	that	the	
result	is	consistent	with	a	null	hypothesis,	i.e.,	isotropic	sky,	and	provides	a	95%	
CL	upper	limit	on	the	dipole	amplitude	at	a	minimum	BGO	energy	of	100	GeV	of	
1.2×10-3.�
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Data
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(equatorial J2000)

Sky Map of Relative Intensity  (>100 GeV)

• CR — highly isotropic, small anisotropies seen by ground-based experiments 

• No anisotropy so far with Space experiments (lower acceptance), however:


• Much wider sky coverage — can probe Declination anisotropy 
• Particle Discrimination capability

• Analysis developed & validated (East-West and Compton-Getting effect)

Preliminary
Preliminary

Preliminary
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Gamma-Rays: Sky Map & Sources
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Observations of gamma-ray sources with DAMPE Kai-Kai Duan

Figure 2: Counts map of DAMPE five years gamma-ray data in galactic coordinate with Aito� projection.

Figure 3: Time and energy distribution of DAMPE five years gamma-ray data.

3. Method of blind search for source candidates25

The gamma-ray data contains three parts: galactic di�use emission, resolved sources and
isotropic di�use emission. For detecting the resolved sources e�ectively, we apply the Li-Ma
method[9] to blind search the source candidates firstly. We estimate the expected contribution of
galactic di�use emission with the model from Fermi-LAT’s observations[10]. The significance of
on region is defined as:
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between o� region and on region. We binned the data into more than 3 million equal solid angle’s28
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Observations of gamma-ray sources with DAMPE Kai-Kai Duan

Figure 7: Separation distribution between sources observed by DAMPE and their associations in 4FGL.

Figure 8: Types and spatial distribution of gamma-ray sources obseved by DAMPE

[5] G. Ambrosi et al. (DAMPE Collaboration), The on-orbit calibration of DArk Matter Particle86

Explorer, Astropart. Phys., 106 (2019) 18.87

[6] Z.-L. Xu, K.-K. Duan, Z.-Q. Shen, et al., An algorithm to resolve gamma-rays from charged88

cosmic rays 162 with DAMPE, Research in Astronomy and Astrophysics, 18 (2018) 027.89
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5-year counts map (> 2 GeV)

Source map

Observations of gamma-ray sources with DAMPE Kai-Kai Duan

Figure 5: distribution of gamma-ray sources’ flux and index observed by DAMPE fitted with the PowerLaw
spectrum.

We associated these sources with Fermi-LAT’s 4FGL[12] to detemine the types of these54

sources. We calculate the separations between the sources observed by DAMPE and sources in55

4FGL, and consider the nearest source in 4FGL as the association of source observed by DAMPE.56

Fig 7 shows the separations distribution between sources observed by DAMPE and their associations57

in 4FGL. Fig 8 shows the types and spatial distribution of gamma-ray sources observed by DAMPE.58

Table 8 lists the types of sources observed by DAMPE.59

Table 1: The types of sources observed by DAMPE.

Type AGN Pulsar SNR and/or PWN binary globular cluster unassociated
Number 163 44 7 3 1 4

5. Summary60

After five years operation, DAMPE have collected more than 220,000 photons above 2 GeV.61

With the first five years’ data, we detected 222 gamma-ray sources observed by DAMPE and62

detemine the spectra of these sources. Most of sources favors PowerLaw spectrum, and 3 sources63

favors curved spectra. Associated with 4FGL, we determined the types of sources. Most of sources64

are associated with AGNs and pulsars.65
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• Excellent energy resolution 

• Sensitivity comparable with Fermi LAT


(in spite lower acceptance)

Gamma-Rays: Line Search

Andrii Tykhonov                                                                                                                                                            Latest Results from DAMPE

Short Title for header XU Zun-Lei and SHEN Zhao-Qiang

Figure 4: The 95% confidence level constraints for di�erent DM density profiles. The left panel show
the hfEiWW upper limits of annihilating DM assuming the Isothermal profile. The right panel presents the
gWa lower limit of decaying DM assuming the NFW profile. Yellow (green) bands show the 68% (95%)
expected containment obtained from 1000 simulations of background emission with systematic uncertainties
involved. The red solid and purple dotted lines are the results with and without the systematic uncertainties
respectively. The blue dot-dashed lines show the 5.8-year Fermi-LAT constraints [15].

cross section or decay lifetime with systematic uncertainties included. And most our constraints are
comparable to the 5.8-year results of Fermi-LAT thanks to better energy resolution and the smaller
influence of the systematic uncertainty. For the decaying DM, our lower limits on the decay lifetime
are stronger for DM with mass . 100 GeV.
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Figure 2: Residual map when FBs are not included in the model. The map is smoothed with a 0.75� Gaussian
kernel to reduce the fluctuation. Both the panels show the same map but with di�erent contours overlaid.
The black dashed contours in the left panel correspond to the edges of lobes [1]. The black dotted and purple
dashed lines in the right panel show the contours of HI gas [24] and Loop I [25]. Green stars represent the
5-yr point source candidates [19].

Figure 3: Average spectral energy distributions
(SEDs) of FBs. The color bands correspond to the
1� statistical uncertainties of models after global fit-
tings. The black dashed line shows the SED from [2].
Upper limits are presented when the TS value is < 10.

Figure 4: Residual map when FBs are included
in the model. A 0.75� Gaussian kernel is used to
smooth the map. The black dashed and red dot-
dashed lines represent the edges of two lobes [1]
and the cocoon [6].

distribution with 2 degrees of freedom [26]. The spectral index is found to be �2.01 ± 0.0575

and the integrated intensity from 2 GeV to 200 GeV is F2�200 = (2.3± 0.2)⇥ 10�7 ph cm�2 s�1 sr�1.76

The predicted DAMPE photon count originated from the FBs is around 1700 for the best-fit model.77

We also test several other spectral shapes. For the LogParabola spectrum, the TS value becomes78

339.1 which means that the significance of FBs is 18.1� and that the significance of this spectral79

model with respect to the simple power law model is 2.9�. The best-fit spectral parameters80

are F2�200 = (2.1 ± 0.2) ⇥ 10�7 ph cm�2 s�1 sr�1, ↵ = 1.5 ± 0.1 and � = 0.14 ± 0.04. For the81

4

Gamma-Rays: Fermi Bubbles (FB)
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FB — diffuse structures discovered by FERMI LAT, associated with Galactic Centre

• Spectrum well consistent with FERMI

• Interesting features— mild curvature of spectrum (2.9σ), excess in cocoon (3σ)


… more to come 

* M. Ackermann et al 2014 ApJ 793 64
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Figure 1: DAMPE counts map (left) and the integrated flux map (right) between 2 GeV and 200 GeV binned
with the CAR projection. Emissions from the Galactic plane are removed by masking the regions with
|b| < 5�. The shape of the lobes defined in [1] is shown in white dashed lines. The flux map is smoothed
with a 0.75� Gaussian kernel.

DAMPE exposure map, we also calculate the integrated intensity map as shown in the right panel52

of Fig. 1. We weight the exposure map with a spectral shape of E�2 and divide the count map by53

the weighted exposure map to build the integrated flux map. On top of the strong di�use emission54

associated with the interstellar gas, a slightly enhanced emission in the lobes and cocoon can be55

found.56

2.2 method and results57

We have implemented a binned likelihood analyses in this work. Firstly, the photons are binned58

according to the HEALPix projection [21] with nside=64, in which the pixel size is approximately59

0.9� wide. 20 logarithmically spaced energy bins are adopted to build the count cube. To reduce the60

influence of bright point sources, the regions within 2� around the �-ray sources in the preliminary61

DAMPE catalog [19] are removed from the analyses. Then we construct the �-ray model by62

using the Galactic di�use emission (GDE) model gll_iem_v�2.fit,1 the isotropic extragalactic63

emission model, and the flat FBs template [1]. We set the LogParabola and PowerLaw spectral64

shapes for the GDE and isotropic emission respectively. All the maps will be multiplied by the65

exposure cube and then folded with the point-spread function [22]. Finally, the best-fit spectral66

parameters can be achieved by optimizing the likelihood function using the MINUIT algorithm [23].67

As a starting points, we have built a residual map when the FBs template is not included in68

the model. The map in the left panel of Fig. 2 clearly shows an excess with respect to the di�use69

emission, which is localized in the lobes of the FBs. To check whether the excess is related to other70

di�use emission, we also plot the countours of HI gas [24] and the Loop I [25] in the right panel.71

Neither of them can match the shape of the excess.72

We first analyze the two lobes of FBs as a whole. If we choose the PowerLaw spectrum73

for the FBs, their TS value is 330.8 which corresponds to a significance of 18.0� for a �274

1https://fermi.gsfc.nasa.gov/ssc/data/access/lat/ring_for_FSSC_final4.pdf
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Figure 2: Residual map when FBs are not included in the model. The map is smoothed with a 0.75� Gaussian
kernel to reduce the fluctuation. Both the panels show the same map but with di�erent contours overlaid.
The black dashed contours in the left panel correspond to the edges of lobes [1]. The black dotted and purple
dashed lines in the right panel show the contours of HI gas [24] and Loop I [25]. Green stars represent the
5-yr point source candidates [19].

Figure 3: Average spectral energy distributions
(SEDs) of FBs. The color bands correspond to the
1� statistical uncertainties of models after global fit-
tings. The black dashed line shows the SED from [2].
Upper limits are presented when the TS value is < 10.

Figure 4: Residual map when FBs are included
in the model. A 0.75� Gaussian kernel is used to
smooth the map. The black dashed and red dot-
dashed lines represent the edges of two lobes [1]
and the cocoon [6].
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Decrease Amplitude and Recovery time versus Energy for CME

2020-9-16 20

Both well fitted with exponential function

DAMPE PAMELA
Ref: Munini, R. et al. 2018, ApJ, 853, 76

Heliophysics & Cosmic Rays

• Orbit reaching polar regions (reduced geomagnetic cutoff)


• 0.35 m2 sr acceptance 

→ High-Precision Measurement of FD

Preliminary

— DAMPE CRE *

— PAMELA electron


42

Results: Forbush decrease

Preliminary

Ø DAMPE observed the Forbush decrease (FD) of cosmic ray 
e+e- with high precision

Ø Reveal new features of the recovery time

Preliminary

— DAMPE CRE *

— PAMELA electron


Time profiles of Relative CRE fluxes in 4 energy bins

2020-9-16 19

Fitting function:

6 hours per dot

Forbush Decrease (FD) — CR follow-up of energetic solar flares

* Munini, R. et al. 2018, ApJ, 853, 76
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Coscmic Rays:  p & He towards PeV
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Light-nuclei Astrophysics (PAMELA) (10), and Alpha Magnetic Spec-
trometer (AMS)–02 (11) observations. The spectral hardenings sug-
gest extensions of the traditional CR source injection, acceleration,
and/or propagation processes, e.g., (12–14). The spectral behaviors of
CRs at higher energies (more than tera–electron volts) are essential to
understand the nature of the spectral hardenings, as well as the origin
and propagation of CRs.Moreover, the extension of the spectra to peta–
electron volt energies according to the PL indicesmeasured at sub-tera–
electron volt energies seems to be in conflict with the all-particle
spectrum of CRs (15). Such a puzzle may be solved if a significant spec-
tral softening presents well below the so-called knee at several peta–
electron volts. The precise measurements of the energy spectra of CRs
above tera–electron volts are thus motivated by the test of potential
new spectral features. The recent CREAM and NUCLEON data show
hints that the energy spectra of CR nuclei may become softer above
rigidities of 10 to 20TV (16, 17).However, the result of the proton plus
helium spectrum from the air shower experiment ARGO-YBJ shows a
single PL form for energies between 3 and 300 TeV (18). The CREAM
result is mainly limited by its low statistics. The NUCLEON data, with
again relatively low statistics at energies above tens of tera–electron volts,
also suffer from sizeable systematic uncertainties that need to be prop-
erly included. The indirect measurements, on the other hand, suffer
frompoor composition resolution. Although themagnetic spectrometers
can measure CRs very accurately, they are unable to reach energies well
beyond tera–electron volts in the foreseeable future. Therefore, the
calorimeter-based direct measurement experiments, with high statistics
up to ∼100 TeV and well-controlled systematic uncertainties, are most
suitable to solve the above problems.

RESULTS
In this work, we present the measurement of the proton spectrum
with the DArk Matter Particle Explorer (DAMPE; also known as
“Wukong” in China). DAMPE is a calorimetric-type, satellite-borne
detector for observations of high-energy electrons, gamma rays, and
CRs (19, 20). From top to bottom, the instrument consists of a plastic
scintillator strip detector (PSD) (21), a silicon-tungsten tracker con-
verter (STK) (22), a bismuth germanate (BGO) imaging calorimeter
(23), and a neutron detector (NUD) (24). The PSDmeasures the charge
of incident particles and serves as an anticoincidence detector for gam-
ma rays. The STK reconstructs the trajectory and also measures the
charge of the particles. The BGO calorimeter measures the energy

and trajectory of incident particles and provides effective electron/
hadron discrimination based on the shower images. The NUD pro-
vides additional electron/hadron discrimination. These four subdetec-
tors enable good measurements of the charge (∣Z∣) with a resolution
(Gaussian SD) of about 0.06e and 0.04e for the PSD (25) and the STK,
respectively, the arrival direction with an angular resolution of better
than 0.5° above 5 GeV, the energy with a resolution of higher than
1.5% for >10-GeV electrons/photons (26) and about 25 to 35% for pro-
tons up to 10 TeV (20), and the identification of incoming particles
with a proton rejection capability of about 3 × 104 when keeping 90%
of electrons (26). The DAMPE detector was launched into a 500-km
Sun-synchronous orbit on 17 December 2015. The on-orbit calibration
results demonstrate that DAMPE operates stably in space (27).

The data used in this work cover the first 30 months of operation of
DAMPE, from 1 January 2016 to 30 June 2018. The fraction of live time
is about 75.73% after excluding the time when the satellite passes the
South Atlantic Anomaly region, the instrument dead time, the time
for on-orbit calibration, and the period between 9 September 2017
and 13 September 2017 during which a big solar flare occurred and
may have affected the baseline of the detector. We select protons using
the charge measured by the PSD (see Materials and Methods for de-
tails about the event selection). Figure 1 illustrates the reconstructed
PSD charge spectra for low-Z nuclei for deposited energies of 447 to
562 GeV (left), 4.47 to 5.62 TeV (middle), and 20 to 63 TeV (right),
together with the Monte Carlo (MC) simulations of protons and
helium nuclei with GEANT v4.10.03 (28). Note that small corrections
from the reconstructed charge to the true particle charge (25) have not
been applied in this work. The proton and helium peaks are separated
in this plot. The contamination of the proton sample due to helium
nuclei is found to be less than 1% for deposited energies below 10 TeV
and about 5% around 50 TeV, as an effect of the energy-dependent
charge selection (see Materials and Methods). Given the excellent
electron-proton discrimination capability of DAMPE (26), the con-
tamination due to residual electrons is estimated to be about 0.05%
in the whole energy range analyzed in this work.

The proton spectrum in the energy range from40GeV to 100TeV is
shown in Fig. 2 and tabulated inTable 1. Error bars represent the 1s sta-
tistical uncertainties of the DAMPE measurements, and the shaded
bands show the systematic uncertainties associated with the analysis
procedure (inner band) and the total systematic uncertainties including
those from the hadronic models (outer band). Previous measurements
by space detectors PAMELA (10) and AMS-02 (11), and balloon-borne
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Fig. 1. The combined signal spectra of PSD for protons and helium nuclei. The left panel is for BGO deposited energies between 447 and 562 GeV, the middle
panel is for BGO deposited energies of 4.47 to 5.62 TeV, and the right panel is for BGO deposited energies between 20 and 63 TeV. The on-orbit data (black) are shown,
together with the best-fit templates of simulations of protons (blue), helium nuclei (green), and their sum (red). The vertical dashed lines show the cuts to select proton
candidates in this deposited energy range.
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Conclusions

Andrii Tykhonov                                                                                                                                                            Latest Results from DAMPE

DArk Matter Particle Explorer  (DAMPE) 
• In-flight operation 2015 — now

• Excellent performance & stability

• Unique for multi-TeV Cosmic Rays  (CR)


Rich Physics Program 
• CR e+ +e- — direct observation of TeV-break

• CR p & He — enter TeV—PeV frontier

• CR B, C, O, Fe — in progress … 
• γ-ray sky, Fermi Bubbles, DM search 
• Heliophysics & CR 
• ML R&D for high-energy CR frontier (ERC project)

To be continued ….


