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Excited bottom quarks (b*) Heavy gauge boson (W’)

Vector-like quarks (T/B)
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● Produc'on from interac'on 
of bo6om quark and gluon

● Decay to top and W

– t → W+j → (jj)+j

– W → jj

● Analyzing full Run II data 
set (137 G-1)

● Using novel 2D Alphabet 
background es'mate

b* All-Hadronic Search• Combination of all-hadronic and l+jets


• Using PUPPI and HOTVR

Disclaimer: I will present recent 
results of the CMS Collaboration 
with my personal selection. I will 
also stress new techniques used 
in the different analyses  

• W’  tb, W’  VLQ+q


• Using PUPPI + DeepAK8-MD and 
imageTop-MD

→ →

Selection
• Trijet topology 
• Two high-mass AK8 jets and an AK4 jet 

• !!(top) > 400GeV 
• !!(H, Z) > 400GeV 
• !!(b) > 200GeV 
• ∆# > 1.2 from tagged AK8 
• DeepFlavour b tag (medium)

• $! > 1000GeV
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Figure 7: Observed and expected 95% CL upper limits on the product of the single T quark
production cross section and the T ! tZ branching fraction as a function of the T mass for
a narrow width resonance (upper left), and a width of 10% (upper right), 20% (lower left),
and 30% (lower right) of the T mass. A singlet T quark is assumed, which is produced in
association with a bottom quark. The inner (green) band and the outer (yellow) band indicate
the regions containing 68 and 95%, respectively, of the distribution of limits expected under the
background-only hypothesis. The continuous curves show the theoretical expectation at NLO.
In the case of a narrow width resonance, width of 1% (5%) of the resonance mass is reported
with a red (blue) curve.
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Figure 8: Observed 95% CL upper limit on the product of the single T quark production cross
section and the T ! tZ branching fraction as a function of the T mass for widths of 10%, 20%,
and 30% of the T mass. A singlet T quark is assumed, which is produced in association with a
bottom quark. The solid red line indicates the boundary of the excluded region (on the hatched
side) of theoretical cross sections as reported in Table 2.
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Figure 1: Dominant diagrams of the pair production of bottom-type VLQs (B) that subse-
quently decay to a b or b quark and either a Higgs or Z boson. In events targeted by this
analysis, the Z boson then decays to a pair of quarks, where q denotes any quark other than a
top quark, while the Higgs boson decays to b quarks. Upper left: bHbH mode, upper right:
bHbZ mode, lower: bZbZ mode.

VLQ mass by using a control region with a higher c2
mod value. Both the c2

mod selection and
jet tagging requirements are simultaneously optimized for maximal sensitivity to a potential
signal. This optimization is done separately for each event mode and jet multiplicity. For the
final result, all event mode and jet multiplicity analyses are combined using the procedure in
Ref. [20] to obtain VLQ mass limits as a function of B(B ! bH) and B(B ! bZ), as described
further in Section 10.

3 The CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintilla-
tor hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward
calorimeters extend the pseudorapidity (h) coverage provided by the barrel and endcap detec-
tors. Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke
outside the solenoid.

The electromagnetic calorimeter consists of 75 848 lead tungstate crystals, which provide cov-
erage in |h| < 1.48 in a barrel region and 1.48 < |h| < 3.0 in two endcap regions. In the region
|h| < 1.74, the HCAL cells have widths of 0.087 in pseudorapidity and 0.087 in azimuth (f).
In the h-f plane, and for |h| < 1.48, the HCAL cells map on to 5⇥5 arrays of ECAL crystals
to form calorimeter towers projecting radially outwards from close to the nominal interaction
point. For |h| > 1.74, the coverage of the towers increases progressively to a maximum of 0.174
in Dh and Df. Within each tower, the energy deposits in ECAL and HCAL cells are summed

• T  tZ( ), BB 6b


• Cover merged, partially merged and 
resolved regime


• Different widths tested

→ νν →

http://cms-results.web.cern.ch/cms-results/public-results/publications/B2G/index.html


Anna Benecke

Excited bottom quark (b*)
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 (graphic credit to Lucas Corcodilos)
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● Produc'on from interac'on 
of bo6om quark and gluon

● Decay to top and W

– t → W+j → (jj)+j

– W → jj

● Analyzing full Run II data 
set (137 G-1)

● Using novel 2D Alphabet 
background es'mate

b* All-Hadronic Search

• Search for b*  tW


• Combination of l+jets (CMS-PAS-B2G-20-010) 
and all-hadronic (CMS-B2G-19-003) channels


• Sensitive variables:  and 


• Bkg. estimation from data and simulation 
using control regions with pass and fail 
ratio/ transfer function


• Using PUPPI for large-cone jets


• l+jets: using HOTVR to identify the large-
cone jet originating from the t quark

→

mt mtW

 (graphic credit to Alexander Fröhlich)

http://cds.cern.ch/record/2758828?ln=en
https://arxiv.org/abs/2104.12853
https://arxiv.org/abs/1407.6013
https://arxiv.org/abs/1606.04961
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Lepton Isolation

PUPPI with lepton 
PU dependent eff. due to PU particles 
that get not down-weighted enough

PUPPI no lepton 
PU dependent misidentification 
rate due to down weighting of LV 
particles 

CHS PUPPI

Neutral PU  

stays

Charged PU  
gets removed All sorts of PU  

gets removed

Muon

LV

PU

Pileup per particle identification 
(PUPPI)

4

Performance studied in CMS extensively in CMS-JME-18-001
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https://arxiv.org/abs/2003.00503
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Heavy object tagging with variable R 
(HOTVR)
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7.1 Robustness of tagging algorithms 27
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Figure 16: The efficiency eS as a function of the generated particle pT for a working point
corresponding to eS = 30 (50)% for t quark (W/Z/H boson) identification. Upper left: t quark,
upper right: W boson, lower left: Z boson, lower right: H boson. The error bars represent
the statistical uncertainty in each specific bin, due to the limited number of simulated events.
Additional fiducial selection criteria applied to the jets are listed in the plots.
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• Classical tagger suffer from inefficiency at low  because of cone size


• HOTVR adapts the jet radius to the  of the jet

pT

pT
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Fig. 1 Two simulated tt events clustered with the CA algorithm with
distance parameter R = 0.8 (left column) and with the HOTVR algo-
rithm (right column). The top quarks have either low pT (top row,
Event 1) or high pT (bottom row, Event 2). The two leading jets in
the events are shown as coloured areas (orange/blue). The stable parti-

cles, input for the jet finders, are drawn as grey dots. The quarks from
the top quark decay are depicted by red circles and are shown for illus-
tration purposes only. In case of the HOTVR algorithm the subjets are
shaded from light to dark, corresponding to increasing pT. The grey
areas correspond to regions rejected by the mass jump criterion

Collinear and infrared safety

The HOTVR algorithm is infrared and collinear (IRC) safe,
except for the unnatural parameter choice of µ = 0. For
parameter choices corresponding to the original VR cluster-
ing, the HOTVR algorithm is trivially infrared and collinear
(IRC) safe [17]. Similarly, for choices of µ > 0 the algo-
rithm is IRC safe, as soft and collinear splittings do not gen-
erate mass. This has also been verified in a numerical test,
where the stability of the jets as well as subjets found with the
HOTVR algorithm was studied with respect to soft radiation
and collinear splittings. The algorithm proved to be IRC safe
with no events out of 106 failing the test [92].

Timing

For timing tests, and throughout this work, the FastJet
3.2.1 [85,86] framework is used, together with FastJet
Contribs version 1.024. Starting from FastJet version 3.2,
advanced clustering strategies became available which led

to substantial speed improvements, especially at high parti-
cle multiplicities. For this reason the run time of the algo-
rithm has been studied for different particle multiplicity
scenarios, low O(50), medium O(300) and high O(3000).
In Table 2 the CPU time of the HOTVR algorithm with
default parameters (cf. Table 1) is compared to those of the
CA jet algorithm [81,82], the CMS top tagger [26,27], the
HEPTopTagger [28,29], the HEPTopTagger in OptimalR
mode [30], the VR algorithm [17] as well as the mass jump
algorithm [78].

For the various top taggers the CPU time listed includes the
time for the underlying jet finding as well as for the top tag-
ger specific processing steps. The developments in FastJet
3.2 result in a much faster runtime of the VR and HOTVR
clustering, compared to previous versions (not shown). At
low and medium multiplicities, the runtime of the HOTVR
algorithm is comparable to that of the other top-tagging algo-
rithms tested. At high multiplicities, it is about a factor four
slower than theHEPTopTagger algorithms, but it is still fast
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https://arxiv.org/abs/1606.04961
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Figure 3: Upper limits on the production cross section of the left-handed (top left), right-handed
(top right) and vector-like (bottom) b⇤ hypotheses at 95% CL. Dashed colored lines show the
expected limits from the `+jets and all-hadronic channels, where the latter start at b⇤ masses
of 1.4 TeV. The observed and expected limits from the combination are shown as solid and
dashed black lines, respectively. The green and yellow bands show the 68% and 95% confidence
intervals on the combined expected limits. The theoretical cross section is shown as dotted line.
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• Combination of l+jets (CMS-PAS-B2G-20-010) and all-hadronic (CMS-B2G-19-003) 
channel


• Improved by almost a factor two compared to previous results


• Excluded at 95% CL up to 2.95 (LH), 3.03 (RH) and 3.22 TeV (LH+RH)
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Figure 2: Distributions of MtW in the 1b (left) and 2b (right) categories. The data are shown by
closed markers, where the horizontal bars indicate the bin widths. The individual background
contributions are given by filled histograms, the signal is shown by a dashed line. The shaded
region is the uncertainty in the total background estimate. The lower panels of each figure
show the ratio of data to the background estimate, with the total uncertainty displayed as gray
area.

with a significance of 1.8 standard deviations; at 2.2 TeV it is weaker with a significance of 2.2
standard deviations. The global significance is smaller than one standard deviation. The step at
MtW = 1.4 TeV in the combined limit results from the extended reach of the `+jets channel to-
wards lower masses, where it places unique constraints in the range 0.7-1.4 TeV. The sensitivity
for masses above 1.4 TeV is comparable between the all-hadronic and `+jets channels, resulting
in stricter limits compared to the individual analyses. We derive b⇤ mass exclusion limits by
comparing the upper cross section limits with theoretical cross sections of b⇤ production, cal-
culated with MADGRAPH5 aMC@NLO. The observed (expected) mass limits are 2.95, 3.03 and
3.22 TeV (3.09, 3.17 and 3.43 TeV) for the LH, RH and VL hypothesis, respectively. These are the
strongest constraints on these models to date.

8 Summary
A search for a heavy resonance decaying to tW in the final state with a lepton and a t-tagged
jet was presented. Data of proton-proton collisions at a center-of-mass energy of 13 TeV corre-
sponding to 137 fb�1 were analyzed.

The final state where the W boson decays leptonically and the top quark decays fully hadron-
ically is probed. The HOTVR algorithm is used for the first time in an analysis of LHC data to
identify the collimated top quark decay, thereby extending the reach of the analysis to masses
from 0.7 to 4.2 TeV. The dominant tt background is constrained using a dedicated control re-
gion and the background from misidentified t jets is estimated from data.

No significant excess of data over the background prediction is observed. A statistical com-
bination with an analysis in the all-hadronic final state is performed. The b⇤ hypotheses with
left-handed, right-handed and vector-like chiralities are excluded at 95% confidence level up
to masses of 2.95, 3.03 and 3.22 TeV, respectively.

http://cds.cern.ch/record/2758828?ln=en
https://arxiv.org/abs/2104.12853
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• Search for W’  tb, all-hadronic


• Back-to-back topology


• Sensitive variable: 


• Bkg. estimation from data using control 
regions with pass and fail ratio


• Using PUPPI + DeepAK8-MD for large-
cone jet

→

mtb

CMS-PAS-B2G-20-005

https://arxiv.org/abs/2004.08262
https://arxiv.org/abs/1712.07158
https://arxiv.org/abs/1407.6013
https://arxiv.org/abs/2004.08262
http://cds.cern.ch/record/2748033?ln=en
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DeepAK8-MD

8

Performance studied in CMS extensively in CMS-JME-18-002
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Figure 20: The normalized mSD distribution for background QCD jets with 600 < pT <
1000 GeV, inclusively and after selection by each algorithm. The working point chosen cor-
responds to eS = 30 (eS = 50)% for t quark (W/Z/H boson) identification. Upper left: t quark,
upper right: W boson, lower left: Z boson, lower right: H boson. The error bars represent the
statistical uncertainty in each specific bin, which is related to the limited number of simulated
events. Additional fiducial selection criteria applied to the jets are listed on the plots.
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events. Additional fiducial selection criteria applied to the jets are listed on the plots.
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upper right: W boson, lower left: Z boson, lower right: H boson. The error bars represent the
statistical uncertainty in each specific bin, which is related to the limited number of simulated
events. Additional fiducial selection criteria applied to the jets are listed on the plots.
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• Search for W’  tb (CMS-PAS-B2G-20-005)


• Left- and right-handed W’ excluded at 
95% CL below 3.4 TeV

→14

No significant excess is observed in data over the SM background. Upper limits on sW 0 ⇥ BR
and uncertainties in the limits at ±1s and ±2s are obtained at 95% CL using the asymptotic
CLs method [67–69].

Upper limits at 95% CL on the production cross section of right-handed W0 bosons and left-
handed W0 bosons including the effects of interference with the SM are shown in Figure 4 for
all three years combined. There is a difference in angular distribution of the top quark decay
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Figure 4: Upper limits at 95% CL on the cross section for the production of W0
R

boson (top) and
W0

L
boson with SM interference (bottom) using data and backgrounds in three years combined.

The observed (expected) limits are shown with the black solid (dashed) line. The uncertainty
in the expected limit bands represent the 68% and 95% confidence intervals. The theory pre-
diction and its uncertainty due to scale and PDF are shown with the red curve and red band,
respectively.

products depending on the chirality of the ancestor W0 boson, which leads to a difference in
top quark tagging efficiency. The cross section for the production of left-handed W0 bosons
saturates at high mass because of the interference with single top production in the SM, which
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Figure 3: The reconstructed mtb distributions in data (black dots), and backgrounds in SR (left)
and VR (right) for the data-taking period of 2018. The yield in each bin is divided by the
corresponding bin width. Distributions expected from right-handed W0 bosons of mass 2
and 3 TeV and a left-handed W0 boson of mass 2 TeV are shown normalized to the integrated
luminosity of the data using a cross section of 1 pb. The total uncertainty in the estimated
background, including both statistical and systematic components, is shown in the bottom
panel.
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No significant excess is observed in data over the SM background. Upper limits on sW 0 ⇥ BR
and uncertainties in the limits at ±1s and ±2s are obtained at 95% CL using the asymptotic
CLs method [67–69].

Upper limits at 95% CL on the production cross section of right-handed W0 bosons and left-
handed W0 bosons including the effects of interference with the SM are shown in Figure 4 for
all three years combined. There is a difference in angular distribution of the top quark decay
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products depending on the chirality of the ancestor W0 boson, which leads to a difference in
top quark tagging efficiency. The cross section for the production of left-handed W0 bosons
saturates at high mass because of the interference with single top production in the SM, which
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1. Introduction 1

1 Introduction

Many extensions of the standard model (SM) predict new massive charged gauge bosons [1–
3]. The W0 boson is a hypothetical heavy partner of the SM W gauge boson that could be
produced in proton-proton (pp) collisions at the CERN LHC. Searches for W0 bosons have
been most recently performed at a center-of-mass energy of 13 TeV by the CMS and ATLAS
Collaborations in the lepton-neutrino [4, 5], diboson [6, 7], and diquark [8, 9] final states. Vector-
like quarks (VLQs) are hypothetical heavy partners of SM quarks for which the left- and right-
handed chiralities transform the same way under SM gauge groups. Searches for VLQs have
been performed by the CMS and ATLAS Collaborations in both the single [10–13] and pair
produced [14–17] channels.

The decay of the W0 boson to a heavy B or T VLQ and a top or b quark, respectively, is predicted,
e.g., in composite Higgs boson models with custodial symmetry protection [18–20]. These
models stabilize the quantum corrections to the Higgs mass and preserve naturalness. The W0

branching fraction to a quark and a VLQ depends on the VLQ mass, with a maximum of 50%
in the VLQ mass range near the threshold of custodian production [21].

The analysis considers this W0 decay channel in the all hadronic final state, where the B VLQ
decays into a Higgs or Z boson and a b quark or the T VLQ decays into a Higgs or Z boson and
a top quark. Both the B and T VLQ-mediated decays result in the same signature, as can be seen
in Fig. 1. Because of the high W0 boson and VLQ masses considered in this analysis, the decay
products are highly Lorentz boosted. These boosted decay products are reconstructed as single
jets with distinct substructure, which is used in the analysis to distinguish them from SM mul-
tijet production. The SM background is dominated by events comprised of light jets produced
via the strong interaction, referred to as quantum chromodynamics (QCD) multijet events, and
top quark pair production (tt) events. These backgrounds are modeled by a combination of
Monte Carlo (MC) simulation and control regions in data. The invariant mass distribution of
the three-jet system (mtHb or mtZb) is used to set limits on the W0 boson production cross sec-
tion in the decay channel to a B or T VLQ. The data sample used in the analysis corresponds to
an integrated luminosity of 137 fb�1 [22–24] of pp collision data at

p
s = 13 TeV, recorded from

the year 2016 to 2018.
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Figure 1: Dominant diagrams for the signal model considered in the analysis. The analysis
assumes equal branching fractions for W0 boson to tB and bT and 50% for each VLQ to qH and
qZ for the benchmark model.

In this analysis, we follow a theoretical framework where the top quark and W0 boson are su-
perpositions of elementary and composite modes, with the top degree of compositeness given
by sL, and the mixing angle of the elementary and composite W0 states given by q2 [21]. The
W0 boson in this model is produced in a Drell-Yan process, with a cross section that is inversely
proportional to cot2(q2), but low cot(q2) values tend to be dominated by the leptonic W0 boson
decay mode. High values of the sL parameter increase the relative phase space for the decay
into two VLQs, whereas low sL values enhance the W0 diboson decays. The analysis assumes
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The analysis considers this W0 decay channel in the all hadronic final state, where the B VLQ
decays into a Higgs or Z boson and a b quark or the T VLQ decays into a Higgs or Z boson and
a top quark. Both the B and T VLQ-mediated decays result in the same signature, as can be seen
in Fig. 1. Because of the high W0 boson and VLQ masses considered in this analysis, the decay
products are highly Lorentz boosted. These boosted decay products are reconstructed as single
jets with distinct substructure, which is used in the analysis to distinguish them from SM mul-
tijet production. The SM background is dominated by events comprised of light jets produced
via the strong interaction, referred to as quantum chromodynamics (QCD) multijet events, and
top quark pair production (tt) events. These backgrounds are modeled by a combination of
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assumes equal branching fractions for W0 boson to tB and bT and 50% for each VLQ to qH and
qZ for the benchmark model.

In this analysis, we follow a theoretical framework where the top quark and W0 boson are su-
perpositions of elementary and composite modes, with the top degree of compositeness given
by sL, and the mixing angle of the elementary and composite W0 states given by q2 [21]. The
W0 boson in this model is produced in a Drell-Yan process, with a cross section that is inversely
proportional to cot2(q2), but low cot(q2) values tend to be dominated by the leptonic W0 boson
decay mode. High values of the sL parameter increase the relative phase space for the decay
into two VLQs, whereas low sL values enhance the W0 diboson decays. The analysis assumes

• Search for W’  VLQ + q, all-hadronic


• Sensitive variable: invariant 3 jet mass


• Bkg. estimation from data using control 
regions with a transfer function


• Using PUPPI for large-cone jets + 
imageTop-MD

→

Selection
• Trijet topology 
• Two high-mass AK8 jets and an AK4 jet 

• !!(top) > 400GeV 
• !!(H, Z) > 400GeV 
• !!(b) > 200GeV 
• ∆# > 1.2 from tagged AK8 
• DeepFlavour b tag (medium)

• $! > 1000GeV
4

CMS-PAS-B2G-20-002

https://arxiv.org/abs/1407.6013
https://arxiv.org/abs/2004.08262
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mance over a wide range of pT(jet), the image is adaptively zoomed based on pT(jet) to account
for the increased collimation of the t quark decay products at high Lorentz boosts and maintain
a static pixel size. The functional form of the zoom is extracted from the average DR of the three
generator-level hadronic t quark decay products, and the jet energy deposits are corrected to
make this constant on average, as evaluated from a fit using the inverse jet pT functional form
f (pT) = 0.066 + 264/pT.

A jet pT bias is further reduced by ensuring that the input pT distributions for signal and back-
ground jets are similarly shaped by probabilistically removing QCD events based on the ratio
of t quark and QCD jet pT distributions when training the nominal ImageTop tagger. The
mass correlation of the tagger is reduced by additionally constraining mSD in a similar manner
to define a new discriminator, which will be referred to as “ImageTop-MD”. Since the inputs
are relatively simple and do not exhibit secondary mass correlation, this passive approach for
decorrelating the ImageTop network is sufficient to remove the mass bias in the fiducial train-
ing region (pT > 600 GeV and |h| < 2.4). This method of mass decorrelation also leads to a
factorized sensitivity where the sensitivity of the full ImageTop network in the t quark mass re-
gion is closely approximated by the sensitivity of the mass-decorrelated version after including
a mass selection.
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Figure 7: The pixelized images used in the ImageTop network with PF candidate colors
summed together (“greyscale”) for QCD (left) and t quark (right) jets. The x and y axes are
the pixel number, and roughly scale with DR. The Z axis is the intensity of the greyscale im-
age in the given pixel, related to the PF candidate pT, and has been normalized to unity. This
figure shows an ensemble of overlaid images after the image post processing; we can see clear
differences between the QCD jet energy and t quark deposition patterns.

6.7 Identification using particle-flow candidates: DeepAK8

An alternative approach to exploit particle-level information directly with customized ML
methods is the “DeepAK8” algorithm, a multiclass classifier for the identification of hadroni-
cally decaying particles with five main categories, W/Z/H/t/other. To increase the versatility
of the algorithm, the main classes are further subdivided into the minor categories correspond-
ing to the decay modes of each particle (e.g., Z ! bb, Z ! cc and Z ! qq).

In the DeepAK8 algorithm, two lists of inputs are defined for each jet. The first list (the “par-
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figure shows an ensemble of overlaid images after the image post processing; we can see clear
differences between the QCD jet energy and t quark deposition patterns.

6.7 Identification using particle-flow candidates: DeepAK8

An alternative approach to exploit particle-level information directly with customized ML
methods is the “DeepAK8” algorithm, a multiclass classifier for the identification of hadroni-
cally decaying particles with five main categories, W/Z/H/t/other. To increase the versatility
of the algorithm, the main classes are further subdivided into the minor categories correspond-
ing to the decay modes of each particle (e.g., Z ! bb, Z ! cc and Z ! qq).

In the DeepAK8 algorithm, two lists of inputs are defined for each jet. The first list (the “par-

Performance studied in CMS extensively in CMS-JME-18-002

• Pixelizing the energy deposit of a jet


• Image is flipped horizontal and vertical 
such that energy maxima is in the lower- 
left corner


• DeepJet b-tagging subjets added 


• Decorrelation done by equally shaped  
distribution of t and QCD sample

pT

https://arxiv.org/abs/2004.08262
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• Search for W’  VLQ + q, all-hadronic (CMS-PAS-B2G-20-002)


• Almost reached sensitivity to exclude scenarios with  
and 


• Excluded W’ at 95% CL for  below 3.2 TeV

→

mVLQ ∼ 1/2mW′ 

mVLQ ∼ 3/4mW′ 

mVLQ ∼ 2/3mW′ 

Selection
• Trijet topology 
• Two high-mass AK8 jets and an AK4 jet 

• !!(top) > 400GeV 
• !!(H, Z) > 400GeV 
• !!(b) > 200GeV 
• ∆# > 1.2 from tagged AK8 
• DeepFlavour b tag (medium)

• $! > 1000GeV
4
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Figure 8: The W0 boson 95% CL production cross section limits. The expected limits (dashed)
and observed limits (solid), as well as the W0 boson theoretical cross section and the PDF and
scale normalization uncertainties are shown. The bands around the expected limit represent the
±1 and ±2sexp uncertainties in the expected limit. The limits for low- (top), medium- (center),
and high- (bottom) mass VLQ mass ranges are shown.
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Figure 8: The W0 boson 95% CL production cross section limits. The expected limits (dashed)
and observed limits (solid), as well as the W0 boson theoretical cross section and the PDF and
scale normalization uncertainties are shown. The bands around the expected limit represent the
±1 and ±2sexp uncertainties in the expected limit. The limits for low- (top), medium- (center),
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Figure 7: Reconstructed W0 boson mass distributions (mtHb (top), and mtZb (bottom)) in the
signal region with estimated backgrounds, and several signal benchmarks. The uncertainties
shown in the hatched region contain both statistical and systematic uncertainties of all back-
ground components. The lower panels show the difference between the number of events
observed in the data and the predicted background, divided by the systematic uncertainty in
the background and the statistical uncertainty in the data added in quadrature.

http://cds.cern.ch/record/2756265?ln=en
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1. Introduction 1

1 Introduction

New heavy quarks with nonchiral couplings, referred to as vector-like quarks (VLQs), are pre-
dicted in many extensions of the Standard Model (SM) [1–6] in order to resolve theoretical is-
sues such as the hierarchy problem. While the masses of the chiral quarks of the SM arise from
Yukawa couplings to the Higgs field, for VLQs non-Yukawa coupling terms in the Lagrangian
are allowed. The existence of VLQs is not yet excluded by precision SM measurements, un-
like the case of chiral quarks from a fourth generation [7] beyond the three generations of the
SM. Searches for VLQs at the CERN LHC, produced either in pairs or singly and decaying in a
variety of final states, have been reported by both the ATLAS [8–19] and CMS [20–32] Collabo-
rations.

This paper presents a search for the production of a vector-like quark T with electric charge
+2/3 and decaying to a top quark (t) and a Z boson (T ! tZ), performed in proton-proton
(pp) collision data at

p
s = 13 TeV collected with the CMS detector in 2016-2018. An example

of leading-order (LO) Feynman diagram for the single T quark production and decay is shown
in Fig. 1.

A T quark can decay to a bottom quark (b) and a W boson, a top quark and a Z boson, or a top
quark and a Higgs boson (H), which will be denoted as bW, tZ, and tH decay channels respec-
tively, with branching fractions which depend on the specific model. Concerning the multiplet
configurations of VLQs [3], for a singlet T quark the branching fractions are approximately 0.5,
0.25, 0.25 for the bW, tZ, and tH channels, respectively. If the T quark belongs to a doublet,
equal values of the order of 0.5 are predicted for the tZ and tH channels.

This analysis considers final states where the top quark decays hadronically via t ! Wb !
q0qb and the Z boson decays to neutrinos. The branching fraction of the Z ! nn is about two
times larger than the Z ! `+`�, where ` can be either a muon, an electron or a tau. Neutrinos
are on the other hand not detected in the experimental apparatus, therefore a full reconstruction
of the T quark four momentum cannot be performed, and signal events are characterized by a
large transverse momentum imbalance.

T

g

Z

t

b(t)

q

W(Z)

b̄(t̄)

q’

Figure 1: Representative leading-order Feynman diagram for the production of single vector-
like quark T decaying a Z boson and a top quark.

• Search for T  tZ( )


• Covering full range of merged, partially 
merged and resolved top topology


• Test different widths of the VLQ T


• Sensitive variable: transverse mass 


• Bkg. estimation from data and simulation 
using control regions with correction 
factors


• Using PUPPI for large-cone jets + 
substructure tagging


• Excluded at 95% CL mass hypotheses 
between 0.98 and 1.4 TeV depending on 
the width of the T

→ νν

MT
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Figure 7: Observed and expected 95% CL upper limits on the product of the single T quark
production cross section and the T ! tZ branching fraction as a function of the T mass for
a narrow width resonance (upper left), and a width of 10% (upper right), 20% (lower left),
and 30% (lower right) of the T mass. A singlet T quark is assumed, which is produced in
association with a bottom quark. The inner (green) band and the outer (yellow) band indicate
the regions containing 68 and 95%, respectively, of the distribution of limits expected under the
background-only hypothesis. The continuous curves show the theoretical expectation at NLO.
In the case of a narrow width resonance, width of 1% (5%) of the resonance mass is reported
with a red (blue) curve.
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Figure 8: Observed 95% CL upper limit on the product of the single T quark production cross
section and the T ! tZ branching fraction as a function of the T mass for widths of 10%, 20%,
and 30% of the T mass. A singlet T quark is assumed, which is produced in association with a
bottom quark. The solid red line indicates the boundary of the excluded region (on the hatched
side) of theoretical cross sections as reported in Table 2.

http://cds.cern.ch/record/2754160?ln=en
https://arxiv.org/abs/1407.6013
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• Search for BB  bZbZ, bHbH, bZbH, all-
hadronic, 6 b-jets


• Covering full range of merged, partially 
merged and resolved H/Z topology


• Sensitive variable: 


• Bkg. estimation from data using control 
regions with a transfer function


• Using PUPPI for large-cone jets + DoubleB


• Using CHS for small-cone jets + DeepJet


• B excluded at 95% CL below 1570 GeV, 
1390 GeV and 1450 GeV

→

MBB
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Figure 11: The 95% confidence limit on the cross section for VLQ pair production as a function
of VLQ mass for three branching fraction hypotheses: B(B ! bH) = 100% (upper left), B(B !
bZ) = 100% (upper right), and B(B ! bH) = B(B ! bZ) = 50% (lower). The solid black
line indicates the observed limit and the dashed line indicates the expected limit with 1 sigma
(green band) and 2 sigma (yellow band) uncertainties. The theoretical cross section and its
uncertainty are shown as the red line and pale red band; the band is only slightly visible outside
the line.
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Figure 1: Dominant diagrams of the pair production of bottom-type VLQs (B) that subse-
quently decay to a b or b quark and either a Higgs or Z boson. In events targeted by this
analysis, the Z boson then decays to a pair of quarks, where q denotes any quark other than a
top quark, while the Higgs boson decays to b quarks. Upper left: bHbH mode, upper right:
bHbZ mode, lower: bZbZ mode.

VLQ mass by using a control region with a higher c2
mod value. Both the c2

mod selection and
jet tagging requirements are simultaneously optimized for maximal sensitivity to a potential
signal. This optimization is done separately for each event mode and jet multiplicity. For the
final result, all event mode and jet multiplicity analyses are combined using the procedure in
Ref. [20] to obtain VLQ mass limits as a function of B(B ! bH) and B(B ! bZ), as described
further in Section 10.

3 The CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintilla-
tor hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward
calorimeters extend the pseudorapidity (h) coverage provided by the barrel and endcap detec-
tors. Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke
outside the solenoid.

The electromagnetic calorimeter consists of 75 848 lead tungstate crystals, which provide cov-
erage in |h| < 1.48 in a barrel region and 1.48 < |h| < 3.0 in two endcap regions. In the region
|h| < 1.74, the HCAL cells have widths of 0.087 in pseudorapidity and 0.087 in azimuth (f).
In the h-f plane, and for |h| < 1.48, the HCAL cells map on to 5⇥5 arrays of ECAL crystals
to form calorimeter towers projecting radially outwards from close to the nominal interaction
point. For |h| > 1.74, the coverage of the towers increases progressively to a maximum of 0.174
in Dh and Df. Within each tower, the energy deposits in ECAL and HCAL cells are summed

https://arxiv.org/abs/2008.09835
https://arxiv.org/abs/1407.6013
https://arxiv.org/abs/1712.07158
https://arxiv.org/abs/1712.07158
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• Using novel substructure techniques allows to probe for extremely 
heavy resonances 


• New tagging techniques increase efficiency while background 
rejection stays stable


• Novel pileup mitigation technique PUPPI used as standard for large-
cone jets


• Several analysis improved significantly with the new techniques 10
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Figure 3: Upper limits on the production cross section of the left-handed (top left), right-handed
(top right) and vector-like (bottom) b⇤ hypotheses at 95% CL. Dashed colored lines show the
expected limits from the `+jets and all-hadronic channels, where the latter start at b⇤ masses
of 1.4 TeV. The observed and expected limits from the combination are shown as solid and
dashed black lines, respectively. The green and yellow bands show the 68% and 95% confidence
intervals on the combined expected limits. The theoretical cross section is shown as dotted line.
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Figure 8: The W0 boson 95% CL production cross section limits. The expected limits (dashed)
and observed limits (solid), as well as the W0 boson theoretical cross section and the PDF and
scale normalization uncertainties are shown. The bands around the expected limit represent the
±1 and ±2sexp uncertainties in the expected limit. The limits for low- (top), medium- (center),
and high- (bottom) mass VLQ mass ranges are shown.
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Figure 7: Observed and expected 95% CL upper limits on the product of the single T quark
production cross section and the T ! tZ branching fraction as a function of the T mass for
a narrow width resonance (upper left), and a width of 10% (upper right), 20% (lower left),
and 30% (lower right) of the T mass. A singlet T quark is assumed, which is produced in
association with a bottom quark. The inner (green) band and the outer (yellow) band indicate
the regions containing 68 and 95%, respectively, of the distribution of limits expected under the
background-only hypothesis. The continuous curves show the theoretical expectation at NLO.
In the case of a narrow width resonance, width of 1% (5%) of the resonance mass is reported
with a red (blue) curve.
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Figure 8: Observed 95% CL upper limit on the product of the single T quark production cross
section and the T ! tZ branching fraction as a function of the T mass for widths of 10%, 20%,
and 30% of the T mass. A singlet T quark is assumed, which is produced in association with a
bottom quark. The solid red line indicates the boundary of the excluded region (on the hatched
side) of theoretical cross sections as reported in Table 2.
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1. Excited bottom quark (b*) 

2. Heavy gauge boson (W’)

3. PUPPI in detail

4. DeepAK8 in detail

5. HOTVR in detail
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• Search for b* tW, all-hadronic, dijet signature


•  > 1.2 TeV


• Top tagged: 105 <  < 220 GeV,  < 0.65, DeepCSV tag


• W tagged: 65 <  < 105 GeV,  < 0.4 (0.45)


•  < 1.6 &  > /2

→
mtW

MSD τ32

MSD τ21

|Δy | |Δϕ | π

6.1 Multijet background estimate 9

The negative log-likelihood is then

� ln L(~d;~q) =
Nbins,F

Â
i=1

h
nF(i,~q)� dF(i) ln nF(i,~q)

i
+

Nbins,P

Â
i=1

h
nP(i,~q)� dP(i) ln nP(i,~q)

i
, (10)

where Nbins,F and Nbins,P are the total number of bins and dF(i) and dP(i) are the number of
observed events in a given bin, for the fail and pass distributions, respectively. Thus, there is
one likelihood which combines four separate categories — signal region “pass” and “fail” and
tt measurement region “pass” and “fail”.

6.1 Multijet background estimate

After applying the kinematic selection along with the W jet identification, we define the ratio of
the multijet background distributions that pass and fail the top tagging requirement in data and
QCD multijet MC simulation as R

data
P/F (mt , mtW) and R

MC
P/F(mt , mtW), respectively. Because of the

combinatorial nature of multijet processes, R
data
P/F (mt , mtW) and R

MC
P/F(mt , mtW) are both smooth

as a function of mt and mtW. The data-to-simulation ratio of these ratios (Rratio(mt , mtW)) is
therefore also smooth and can be used to correct for differences in simulation and data by
parameterizing it with an analytic function.

While R
data
P/F (mt , mtW) could also be described by analytic functions, isolated features of the

shape can be factored out by using simulation. By factoring out R
MC
P/F(mt , mtW), the fit of

the analytic function to data is only responsible for describing the residual differences be-
tween data and simulation that can be parameterized with fewer parameters than the shape
of R

data
P/F (mt , mtW).

The number of events in a given bin of the passing category can then be estimated from the
equation

n
QCD
P (i) = n

QCD
F (i)R

MC
P/F(mt , mtW)Rratio(mt , mtW), (11)

where f (mt , mtW) has been replaced by R
MC
P/F(mt , mtW)Rratio(mt , mtW) and Rratio(mt , mtW) is a

surface parameterized by the product of two one-dimensional polynomials in the (mt , mtW)
plane with coefficients determined from the fit to data. A second-order polynomial was chosen
for the mt axis and a first-order polynomial was chosen for the mtW axis. These choices were
based on a Fisher test [50] where polynomial terms were added until the p-value obtained in the
test was less than 0.95. The parameters of the two-dimensional polynomials are uncorrelated
between years. The form of Rratio(mt , mtW) is then

(p0 + p1mt + p2m
2
t )(1 + p3mtW). (12)

To reduce the effect of statistical fluctuations when calculating R
MC
P/F(mt , mtW) in the QCD multi-

jet simulation, the pass and fail distributions are smoothed by using an adaptive kernel density
estimate [51] (KDE) prior to calculating the ratio.

6.2 Top quark measurement region

By performing the maximum likelihood fit to data in the signal region simultaneously with the
tt background enriched measurement region, we further constrain the tt contribution to the
total background estimate. In particular, this region is used to make measurements of the c1
and c2 fit parameters of Eq. (6).

The tt measurement region is evaluated in the (mt , mtt) plane, where mtt is the invariant mass
of the tt pair. Only the multijet and tt SM processes are considered in this selection since the
single top quark contribution is negligible.

QCD estimation with pass and fail control regions

Event selection

CMS-B2G-19-003 

4

● Produc'on from interac'on 
of bo6om quark and gluon

● Decay to top and W

– t → W+j → (jj)+j

– W → jj

● Analyzing full Run II data 
set (137 G-1)

● Using novel 2D Alphabet 
background es'mate

b* All-Hadronic Search

Summary

 (graphic credit to Lucas Corcodilos)
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Figure 4: Distributions of mtW in the b⇤ signal region for three intervals of mt : 65–105 GeV
(upper), 105–225 GeV (middle), and 225–285 GeV (lower). The data are shown by points with
error bars, the individual background contributions by filled histograms, and a 2.4 TeV b⇤

LH
signal is shown as a solid line. The barely visible shaded region is the uncertainty in the total
background estimate. The left and right columns show distributions for events with a jet failing
and passing the top tagging requirement, respectively. The lower panels of each figure show
the pull, as a function of mtW, defined as the difference between the number of events observed
in the data and the predicted background, divided by their combined uncertainty.
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Figure 3: Distributions of mt in the tt measurement region for three intervals of mtt : 1200–
1300 GeV (upper), 1300–1800 GeV (middle), 1800–3000 GeV (lower). The data are shown by
points with error bars and the individual background contributions by filled histograms. The
signal is not visible because the contamination in this region is negligible. The barely visible
shaded region is the uncertainty in the total background estimate. The left and right columns
show distributions for events with a jet failing and passing the top tagging requirement, re-
spectively. The lower panels of each figure show the pull, as a function of mt , defined as the
difference between the number of events observed in the data and the predicted background,
divided by their combined uncertainty.
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• Search for b* tW, l+jets

• Single lepton trigger


• Top tagged: 140 <  < 220 GeV,  < 0.56


• Split events in 0b, 1b and 2b-tagged category

→

MSD τ32

Event selection

• Alpha method for all backgrounds except 


•  from simulation and CR to constrain normalisation

tt̄
tt̄

Background estimation

Summary

 (graphic credit to Alexander Fröhlich)
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Figure 2: Distributions of MtW in the 1b (left) and 2b (right) categories. The data are shown by
closed markers, where the horizontal bars indicate the bin widths. The individual background
contributions are given by filled histograms, the signal is shown by a dashed line. The shaded
region is the uncertainty in the total background estimate. The lower panels of each figure
show the ratio of data to the background estimate, with the total uncertainty displayed as gray
area.

with a significance of 1.8 standard deviations; at 2.2 TeV it is weaker with a significance of 2.2
standard deviations. The global significance is smaller than one standard deviation. The step at
MtW = 1.4 TeV in the combined limit results from the extended reach of the `+jets channel to-
wards lower masses, where it places unique constraints in the range 0.7-1.4 TeV. The sensitivity
for masses above 1.4 TeV is comparable between the all-hadronic and `+jets channels, resulting
in stricter limits compared to the individual analyses. We derive b⇤ mass exclusion limits by
comparing the upper cross section limits with theoretical cross sections of b⇤ production, cal-
culated with MADGRAPH5 aMC@NLO. The observed (expected) mass limits are 2.95, 3.03 and
3.22 TeV (3.09, 3.17 and 3.43 TeV) for the LH, RH and VL hypothesis, respectively. These are the
strongest constraints on these models to date.

8 Summary
A search for a heavy resonance decaying to tW in the final state with a lepton and a t-tagged
jet was presented. Data of proton-proton collisions at a center-of-mass energy of 13 TeV corre-
sponding to 137 fb�1 were analyzed.

The final state where the W boson decays leptonically and the top quark decays fully hadron-
ically is probed. The HOTVR algorithm is used for the first time in an analysis of LHC data to
identify the collimated top quark decay, thereby extending the reach of the analysis to masses
from 0.7 to 4.2 TeV. The dominant tt background is constrained using a dedicated control re-
gion and the background from misidentified t jets is estimated from data.

No significant excess of data over the background prediction is observed. A statistical com-
bination with an analysis in the all-hadronic final state is performed. The b⇤ hypotheses with
left-handed, right-handed and vector-like chiralities are excluded at 95% confidence level up
to masses of 2.95, 3.03 and 3.22 TeV, respectively.
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Figure 1: Distribution of a as a function of MtW for the background estimation in the 1b (left)
and 2b (right) categories. Two different parametrizations are fitted to the distributions (solid
lines) and the total uncertainty is shown as colored area.

categories. In order to keep the background estimation in the 1b and 2b categories statistically
independent, we split the data in the 0b category randomly into two subsets, such that two
third of the data are used to estimate the non-top backgrund in the 1b category and one third
of the data are used in the 2b category. The background predictions are then obtained by
assigning a weight w = a(MtW)/ f to each event in one of the two subsets of the 0b category.
There, a(MtW) is the transfer function for the extrapolation into the 1b or 2b categories, and f

is the fraction of events in the subset. The statistical uncertainty from the non-top background
obtained from data in the 0b category is negligible compared to other uncertainties, such that
the exact choice of f is not important.

6 Systematic uncertainties
Several systematic uncertainties are accounted for in the analysis, affecting shape and normal-
ization of the final MtW distributions in the 1b and 2b categories. A summary of all consid-
ered sources is given in Tab. 1. Some of these uncertainties are assumed to be fully correlated
throughout all three years, these uncertainties are given in the top part of the table. The contri-
butions of uncertainties without year-to-year correlations are calculated for each year indepen-
dently.

In the following, a detailed description of the considered sources of systematic uncertainties is
given.

• The total integrated luminosity of the data set is assigned an uncertainty of 1.8% [53–
55].

• We assign uncertainties of 20% and 30% to the tt and single top quark production
cross sections, respectively. These account for uncertainties due to missing higher
orders, estimated by halving and doubling the renormalization and factorization
scales in the corresponding simulations, and to a lesser degree for uncertainties from
the normalization to the NNLO and NLO predictions.

• The uncertainty from the choice of PDFs is estimated by calculating the signal and

Summary
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t jet 
(DeepAK8-MD)

b jet 
(DeepJet)

CMS-PAS-B2G-20-005

Event selection

• >=1 AK8 jet with  > 550 GeV


• >= 1 AK4 jet with  > 550 GeV, no 
overlapping to AK8 jet


• Highest top scored AK8 jet is taken as top 
candidate


• Highest  AK4 jet with  > /2 and  
> 1.2

pT

pT

pT Δϕ π ΔR

Summary

https://arxiv.org/abs/2004.08262
https://arxiv.org/abs/1712.07158
http://cds.cern.ch/record/2748033?ln=en


Anna Benecke

Heavy gauge boson (W’)

28

6. Background estimation 7

tion:

• t: top quark candidate AK8 jet
• b: b quark candidate AK4 jet
• top quark tagging pass (fail): t passes (fails) the threshold on the top quark tagging

score
• b tagging pass (fail): b passes (fails) the threshold on the b tagging score

Table 1: Regions of phase space used in the analysis. SR is the region where one expects the
maximum signal sensitivity. VR is used for the validation of the technique used for the esti-
mation of multijet background, and differs in the top quark tagging condition with respect to
SR. SR0 and VR0 differ in the b tagging condition compared with SR and VR respectively. The
control regions CR1 and CR10 (CR2 and CR20) are used to derive the b tagging pass-to-fail ratio
to be applied to estimate the multijet background in SR (VR).

Jet Variable SR VR CR1 CR2
t mSD 2 [105, 210]GeV 2 [105, 210]GeV < 105 GeV < 105 GeV
t top quark

tagging
pass fail pass fail

b b tagging pass pass pass pass
Jet Variable SR0 VR0 CR10 CR20

t mSD 2 [105, 210]GeV 2 [105, 210]GeV < 105 GeV < 105 GeV
t top quark

tagging
pass fail pass fail

b b tagging fail fail fail fail

The definition of the regions has been optimized to achieve maximum sensitivity to a W0 boson
signal in the SR. In the SR, the multijet background constitutes 85–90% of the total background,
whereas tt and single top production contribute 5–8% and 2–5% respectively. Control regions
CR1, CR10, SR0 are used to measure the multijet background in data. The technique used to
estimate the multijet background is cross-checked in the Validation Region (VR), where the
multijet background is computed using control regions CR2, CR20, and VR0. The parton flavor
composition of the b candidate jet has been studied on simulated samples, and has been found
to be comparable between the SR and the region CR1 used to derive the Rp/f. The same has
been verified for VR and CR2. The pass-to-fail ratio is obtained by dividing the mtb spectra
obtained in CR1 by that from CR10, and similarly the mtb spectra in CR2 by that in CR20, as
shown in Eq. 2.

R
1
p/f(mtb) =

CR1
CR10

R
2
p/f(mtb) =

CR2
CR20

(2)

R
1
p/f and R

2
p/f, obtained as a function of mtb , is parameterized using a second-order polynomial.

The pass-to-fail ratios are measured in three regions depending on h of the b candidate jet:
|h| < 0.5, 0.5  |h| < 1.4, 1.4  |h| < 2.4, and are multiplied by the event yield in the region
SR0 (VR0) to obtain the multijet background in the SR (VR).

Pass and fail ratio for QCD multijet background estimation

 and ST from simulationtt̄

Summary

CMS-PAS-B2G-20-005
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Figure 3: The reconstructed mtb distributions in data (black dots), and backgrounds in SR (left)
and VR (right) for the data-taking period of 2018. The yield in each bin is divided by the
corresponding bin width. Distributions expected from right-handed W0 bosons of mass 2
and 3 TeV and a left-handed W0 boson of mass 2 TeV are shown normalized to the integrated
luminosity of the data using a cross section of 1 pb. The total uncertainty in the estimated
background, including both statistical and systematic components, is shown in the bottom
panel.
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CMS-PAS-B2G-20-002

• Top tagged: 140 <  < 220 GeV


• H tagged: 105 <  < 140 GeV + doubleB


• Z tagged: 65 <  < 105 GeV + 


• Using PUPPI for large-cone jets + imageTop-
MD

MSD

MSD

MSD τ21

Selection
• Trijet topology 
• Two high-mass AK8 jets and an AK4 jet 

• !!(top) > 400GeV 
• !!(H, Z) > 400GeV 
• !!(b) > 200GeV 
• ∆# > 1.2 from tagged AK8 
• DeepFlavour b tag (medium)

• $! > 1000GeV
4

Summary
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8

4.5 Event selection

We categorize events into selection regions that are either used to search for the W0 boson
signal, predict the background in the signal region, or validate this background estimate. Event
selection details can be found in Table 1. The signal region used for setting cross section upper
limits is required to contain a tight top jet, Higgs or Z boson jet, and a b tagged jet. Regions used
for background estimation and validation require combinations of loosened tagger criteria.

The sensitivity of the selections used in the analysis has been studied both in the context of the
expected cross section upper limit and the W0 boson discovery potential. After identifying the
top, Higgs or Z, and b candidate jets, the W0 boson candidate mass is analyzed as the invariant
mass of the three jets. Table 2 shows the signal efficiency for all samples considered in the
analysis.

Table 1: Selection regions used in the analysis. The AK8 jet discriminator and mass selections
are explicitly defined here.

Label Tag Discriminator Mass
Tight H 0.6 < Dbtag 105 < mSD(H) < 140 GeV

Z t21 < 0.45 65 < mSD(Z) < 105 GeV
t 0.9 < imageTopMD 140 < mSD(t) < 220 GeV

Medium H 0.0 < Dbtag < 0.6 105 < mSD(H) < 140 GeV
Z 0.45 < t21 < 0.6 65 < mSD(Z) < 105 GeV
t 0.3 < imageTopMD < 0.9 140 < mSD(t) < 220 GeV

Loose H �1.0 < Dbtag < 0.0 5 < mSD(H) < 30 GeV
Z 0.6 < t21 < 1.0 5 < mSD(Z) < 30 GeV
t 0.0 < imageTopMD < 0.3 30 < mSD(t) < 65 GeV

Table 2: The signal efficiency (in percent) from the three VLQ mass ranges considered in the
analysis. The efficiency is given for both the tHb and tZb final states considering the corre-
sponding selection.

mW0(GeV) tHb center tZb center tHb low tZb low tHb high tZb high
1500 0.34 0.51 0.29 0.43 0.28 0.39
2000 1.4 1.9 1.2 1.7 0.78 1.1
2500 1.9 2.7 2.0 2.8 1.3 1.8
3000 2.2 3.0 2.3 2.7 1.8 2.5
3500 2.2 3.0 2.3 3.2 1.8 2.5
4000 2.0 2.9 2.2 3.1 1.8 2.6
4500 1.9 2.7 2.0 2.8 1.7 2.5
5000 1.7 2.5 1.8 2.6 1.5 2.4

Summary
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5 Background estimation

The primary background in this analysis is QCD multijet production and is derived from data.
For this, we use control regions that are selected with identical kinematic criteria to the signal
region, but with a reduced signal efficiency. Table 1 and Fig. 4 define various selection regions
used in the analysis. A transfer function TF(pT, h) is extracted from data by inverting the Higgs
or Z jet candidate selection. After this inversion, TF(pT, h) is defined as the ratio of the jet pT
spectrum of the top candidate in the case that this candidate passes (region B) to the case that it
fails (region A) the top tagging algorithm. The TF(pT, h) is extracted in two h ranges (central,
|h| < 1.2, and forward, |h| > 1.2).

Figure 4: Cut profile diagram used for background estimation. The signal region is labeled C,
the A and B regions are used for the purpose of creating the TF(pT, h), and F is the validation
region. After a senisitivity comparison, K and H are additionally used as validation regions.
The loose, medium, and tight tag definitions are given in Table 1.

The TF(pT, h) distribution is then used to predict the background in the signal region. This is
accomplished by defining the control region D in data, which has identical Higgs or Z and b jet
candidate selections as in the signal region, but with the inverted top jet selection. Events that
pass the region D selection use TF(pT, h) as an event weight in a given top candidate jet pT, h
bin. These weighted events are then used as the QCD background estimate in the signal region.
The primary assumption for this background estimate method is that the top jet substructure
selection can be inverted without largely biasing the Higgs or Z jet substructure selection.

In the TF(pT, h) extraction procedure, the tt production component is subtracted from data in
all distributions used for creating TF(pT, h) in order to ensure that TF(pT, h) refers only to the
QCD component. Additionally, the tt contamination of the QCD background estimate in the
signal region must be subtracted. This is performed by applying the QCD background estima-

Summary
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20

particle list has 14 layers, and the one for the SV list has 10 layers. A convolution window of
length 3 is used, and the number of output channels in each convolutional layer ranges be-
tween 32 to 128. The ResNet architecture allows for an efficient training of deep CNNs, thus
leading to a better exploitation of the correlations between the large inputs and improving the
performance. The CNNs in the first step already contain strong discriminatory ability, so the
fully connected network in the second step consists of only one layer with 512 units, followed
by a ReLU activation function and a Dropout [95] layer of 20% drop rate. The NN is imple-
mented using the MXNET package [96] and trained with the ADAM optimizer to minimize the
cross-entropy loss. A minibatch size of 1024 is used, and the initial learning rate is set to 0.001
and then reduced by a factor of 10 at the 10th and 20th epochs to improve convergence. The
training completes after 35 epochs. A sample of 50 million jets is used, of which 80% are used
for training and 20% for validation. Jets from different signal and background samples are
reweighted to yield flat distributions in pT to avoid any potential bias in the training process.
The DeepAK8 algorithm is designed for jets with pT > 200 GeV and typical operating regions
for which the misidentification rate is greater than 0.1%.

………
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Figure 9: The network architecture of DeepAK8.

6.7.1 A mass-decorrelated version of DeepAK8

As will be discussed in Section 7, background jets selected by the DeepAK8 algorithm exhibit
a modified mass distribution similar to that of the signal. The mass of a jet is one of the most
discriminating variables and, although it is not directly used as an input to the algorithm, the
CNNs are able to extract features that are correlated to the mass to improve the discrimination
power. However, such modification of the mass distribution may be undesirable (as described
in Ref. [15]) if the mass variable itself is used for separating signal and background processes.
Thus, an alternative DeepAK8 algorithm, “DeepAK8-MD”, is developed to be largely decor-
related with the mass of a jet, while preserving the discrimination power as much as possible
using an adversarial training approach [97]. Jets from different signal and background samples
are also weighted to yield flat distributions in both pT and mSD to aid the training.

The architecture of DeepAK8-MD is shown in Fig. 10. Compared to the nominal version of
DeepAK8, a mass prediction network is added with the goal of predicting the mass of a back-
ground jet from the features extracted by the CNNs. The mass prediction network consists of 3
fully-connected layers, each with 256 units and a SELU activation function [98]. It is trained to
predict the mSD of background jets to the closest 10 GeV value between 30 and 250 GeV by min-
imizing the cross-entropy loss. When properly trained, the mass prediction network becomes
a good indicator of how strongly the features extracted by the CNNs are correlated with the
mass of a jet, because the stronger the correlation is, the more accurate the mass prediction will
be. With the introduction of the mass prediction network, the training target of the algorithm
can be modified to include the accuracy of the mass prediction for the background jets as a
penalty, therefore preventing the CNNs from extracting features that are correlated with the

21

mass. In this way, the final prediction of the algorithm also becomes largely independent of
the mass. As the features extracted by the CNNs evolve during the training process, the mass
prediction network itself needs to be updated regularly to adapt to the changes of its inputs
and remain as an effective indicator of mass correlation. Therefore, for each training step of the
DeepAK8 network (the Particle and SV CNNs and the 1-layer fully-connected network), the
mass prediction network is trained for 10 steps. Each training step corresponds to a minibatch
of 6000 jets. A large minibatch size is used to reduce statistical fluctuation on the mass correla-
tion penalty evaluated by the mass prediction network, since only background jets are used in
the evaluation. Both the DeepAK8 network and the mass prediction network are trained with
the ADAM optimizer. A constant learning rate of 0.001 (0.0001) is used for the training of the
DeepAK8 (mass prediction) network.

Feature extractor Classifier

1D CNN Fully connected
Classification

output

back propagation

Fully connected

Mass predictor

Mass 
prediction

Joint loss 
L = LC − λLMP

back propagation

Loss 
LMP

Figure 10: The network architecture of DeepAK8-MD.

Forcing the algorithm to be decorrelated with the jet mass, inevitably leads to a loss of discrim-
ination power, and the resulting algorithm is a balance between performance and mass inde-
pendence. Because the training of DeepAK8-MD is carried out only on jets with 30 < mSD <
250 GeV, jets with mSD outside this range should be removed when using DeepAK8-MD.

7 Performance in simulation
As presented in Section 6, a variety of algorithms have been developed by the CMS Collab-
oration to identify the hadronic decays of W/Z/H/ bosons and t quarks. To gain an initial
understanding of the tagging performance and the complementarity between the different ap-
proaches, the algorithms were studied in simulated events. The performance of the algorithms
is evaluated using the signal and background efficiencies, eS and eB, respectively, as a figure of
merit. The efficiencies eS and eB are defined as:

eS =
N

tagged
S

N
total
S

and eB =
N

tagged
B

N
total
B

, (13)

where N
tagged
S

(N
tagged
B

) is the number of signal (background) jets satisfying the identification
criteria of each algorithm, and N

total
S

(N
total
B

) is the total number of generated particles con-
sidered to be signal (background). Hadronically decaying W/Z/H bosons or t quarks are
signal, whereas quarks (excluding t quarks) and gluons from the QCD multijet process are
background.

First, for each algorithm, the eB as a function of eS is evaluated in terms of a receiver oper-
ating characteristic (ROC) curve. Figures 11–14 summarize the ROC curves of all algorithms
for the identification of t quarks, and W, Z, and H bosons, respectively. The comparisons are
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Figure 16: The efficiency eS as a function of the generated particle pT for a working point
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Fig. 1 Two simulated tt events clustered with the CA algorithm with
distance parameter R = 0.8 (left column) and with the HOTVR algo-
rithm (right column). The top quarks have either low pT (top row,
Event 1) or high pT (bottom row, Event 2). The two leading jets in
the events are shown as coloured areas (orange/blue). The stable parti-

cles, input for the jet finders, are drawn as grey dots. The quarks from
the top quark decay are depicted by red circles and are shown for illus-
tration purposes only. In case of the HOTVR algorithm the subjets are
shaded from light to dark, corresponding to increasing pT. The grey
areas correspond to regions rejected by the mass jump criterion

Collinear and infrared safety

The HOTVR algorithm is infrared and collinear (IRC) safe,
except for the unnatural parameter choice of µ = 0. For
parameter choices corresponding to the original VR cluster-
ing, the HOTVR algorithm is trivially infrared and collinear
(IRC) safe [17]. Similarly, for choices of µ > 0 the algo-
rithm is IRC safe, as soft and collinear splittings do not gen-
erate mass. This has also been verified in a numerical test,
where the stability of the jets as well as subjets found with the
HOTVR algorithm was studied with respect to soft radiation
and collinear splittings. The algorithm proved to be IRC safe
with no events out of 106 failing the test [92].

Timing

For timing tests, and throughout this work, the FastJet
3.2.1 [85,86] framework is used, together with FastJet
Contribs version 1.024. Starting from FastJet version 3.2,
advanced clustering strategies became available which led

to substantial speed improvements, especially at high parti-
cle multiplicities. For this reason the run time of the algo-
rithm has been studied for different particle multiplicity
scenarios, low O(50), medium O(300) and high O(3000).
In Table 2 the CPU time of the HOTVR algorithm with
default parameters (cf. Table 1) is compared to those of the
CA jet algorithm [81,82], the CMS top tagger [26,27], the
HEPTopTagger [28,29], the HEPTopTagger in OptimalR
mode [30], the VR algorithm [17] as well as the mass jump
algorithm [78].

For the various top taggers the CPU time listed includes the
time for the underlying jet finding as well as for the top tag-
ger specific processing steps. The developments in FastJet
3.2 result in a much faster runtime of the VR and HOTVR
clustering, compared to previous versions (not shown). At
low and medium multiplicities, the runtime of the HOTVR
algorithm is comparable to that of the other top-tagging algo-
rithms tested. At high multiplicities, it is about a factor four
slower than theHEPTopTagger algorithms, but it is still fast
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distance parameter R = 0.8 (left column) and with the HOTVR algo-
rithm (right column). The top quarks have either low pT (top row,
Event 1) or high pT (bottom row, Event 2). The two leading jets in
the events are shown as coloured areas (orange/blue). The stable parti-

cles, input for the jet finders, are drawn as grey dots. The quarks from
the top quark decay are depicted by red circles and are shown for illus-
tration purposes only. In case of the HOTVR algorithm the subjets are
shaded from light to dark, corresponding to increasing pT. The grey
areas correspond to regions rejected by the mass jump criterion

Collinear and infrared safety

The HOTVR algorithm is infrared and collinear (IRC) safe,
except for the unnatural parameter choice of µ = 0. For
parameter choices corresponding to the original VR cluster-
ing, the HOTVR algorithm is trivially infrared and collinear
(IRC) safe [17]. Similarly, for choices of µ > 0 the algo-
rithm is IRC safe, as soft and collinear splittings do not gen-
erate mass. This has also been verified in a numerical test,
where the stability of the jets as well as subjets found with the
HOTVR algorithm was studied with respect to soft radiation
and collinear splittings. The algorithm proved to be IRC safe
with no events out of 106 failing the test [92].

Timing

For timing tests, and throughout this work, the FastJet
3.2.1 [85,86] framework is used, together with FastJet
Contribs version 1.024. Starting from FastJet version 3.2,
advanced clustering strategies became available which led

to substantial speed improvements, especially at high parti-
cle multiplicities. For this reason the run time of the algo-
rithm has been studied for different particle multiplicity
scenarios, low O(50), medium O(300) and high O(3000).
In Table 2 the CPU time of the HOTVR algorithm with
default parameters (cf. Table 1) is compared to those of the
CA jet algorithm [81,82], the CMS top tagger [26,27], the
HEPTopTagger [28,29], the HEPTopTagger in OptimalR
mode [30], the VR algorithm [17] as well as the mass jump
algorithm [78].

For the various top taggers the CPU time listed includes the
time for the underlying jet finding as well as for the top tag-
ger specific processing steps. The developments in FastJet
3.2 result in a much faster runtime of the VR and HOTVR
clustering, compared to previous versions (not shown). At
low and medium multiplicities, the runtime of the HOTVR
algorithm is comparable to that of the other top-tagging algo-
rithms tested. At high multiplicities, it is about a factor four
slower than theHEPTopTagger algorithms, but it is still fast
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2 The algorithm 3

jet algorithm [17], which adapts the jet distance parameter dynamically to the pT of the boosted
object. A mass jump condition [78, 79] is included in the clustering process, which forms subjets
reflecting the dynamics of the underlying hard decay, and enables e�cient background suppres-
sion. The resulting Heavy Object Tagger with Variable R (HOTVR) accommodates jet clustering,
subjet finding and the rejection of soft radiation in one sequence, without the need of decluster-
ing and following grooming steps. In this paper we demonstrate the algorithm’s properties and
characteristics in hadronic top decays and leave studies of the decays of W, Z, H and possible new
resonances to future work.

The paper is organised as follows. In section 2 the HOTVR algorithm is described. Its char-
acteristics, free parameters and their influence on the jet and subjet clustering, the collinear and
infrared safety and timing performance are discussed in section 3. The algorithm’s performance for
hadronic top quark quark decays and a comparison with other commonly used taggers is presented
in section 4. A conclusion is given in section 5.

2 The algorithm

The HOTVR algorithm is based on the variable R (VR) jet algorithm [17]. Like all sequential
recombination algorithms, it starts with an input list of pseudojets1 and continues the processing
until the input list is empty. The algorithm uses the distance measures dij and diB, defined as

dij = min
⇥
p2nT,i, p

2n
T,j

⇤
�R2

ij , (1)

diB = p2nT,iR
2
e↵(pT,i) , (2)

Re↵(pT) =
⇢

pT
. (3)

The value of dij can be interpreted as distance between two pseudojets i and j, where pT,i is the
transverse momentum of pseudojet i and �Rij =

p
(yi � yj)2 + (�i � �j)2 is the angular distance

in rapidity y and azimuth � between the pseudojets i and j. The value of diB denotes the distance
between pseudojet i and the beam. For a fixed distance parameter of Re↵ = R in Eq. (3), the
anti-kt [80], Cambridge/Aachen (CA) [81, 82] and kt [83, 84] algorithms are obtained for the
choices n = �1, 0, 1, respectively. For the HOTVR algorithm n = 0 is used, corresponding to
CA clustering. However, in the VR algorithm Re↵ is an e↵ective distance parameter, which scales
with 1/pT (cf. Eq. (3)) leading to broader jets at low pT and narrower jets at high pT. The scale ⇢
determines the slope of Re↵ . For robustness of the algorithm with respect to experimental e↵ects
a minimum and a maximum cut-o↵ for Re↵ is introduced,

Re↵ =

8
><

>:

Rmin for ⇢/pT < Rmin ,

Rmax for ⇢/pT > Rmax ,

⇢/pT else .

(4)

A known shortcoming of the VR algorithm is the clustering of additional radiation into jets in
QCD multijet production, resulting in a higher jet pT on average and an increased rate once a

1 We use the notation pseudojet to denote entities entering the jet clustering. These can be partons, stable
particles, reconstructed detector objects or combined objects from a previous clustering iteration.
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2 The algorithm 3
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sion. The resulting Heavy Object Tagger with Variable R (HOTVR) accommodates jet clustering,
subjet finding and the rejection of soft radiation in one sequence, without the need of decluster-
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determines the slope of Re↵ . For robustness of the algorithm with respect to experimental e↵ects
a minimum and a maximum cut-o↵ for Re↵ is introduced,

Re↵ =

8
><

>:

Rmin for ⇢/pT < Rmin ,

Rmax for ⇢/pT > Rmax ,

⇢/pT else .

(4)
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QCD multijet production, resulting in a higher jet pT on average and an increased rate once a
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particles, reconstructed detector objects or combined objects from a previous clustering iteration.

2 The algorithm 4

pT selection is applied [17]. The HOTVR algorithm approaches this issue by modifying the jet
clustering procedure with a veto based on the invariant mass of the pseudojet pair, inspired by
the recently proposed mass jump algorithm [78]. The mass jump veto prevents the recombination
of two pseudojets i and j if the combined invariant mass mij is not large enough,

✓ ·mij > max [mi,mj ] . (5)

The parameter ✓ determines the strength of the mass jump veto and can be chosen from the
interval [0, 1]. The mass jump criterion (5) is only applied if the mass mij is larger than a mass
threshold µ

mij > µ . (6)

In case a mass jump is found and the pT of the pseudojets i and j fulfil

pTi,j > pT,sub (7)

the pseudojets are combined. The resulting pseudojet enters the next clustering step and the
initial pseudojets are stored as separate subjets. In case the mass jump criterion is not fulfilled or
the pseudojets are softer than pT,sub, the lighter pseudojet or the one too soft is removed from the
list. This step reduces the e↵ect of additional activity (soft radiation, underlying event, pile-up)
and e↵ectively stabilises the jet mass over a large range of pT.

The full HOTVR algorithm can be summarised as follows.

1) If the smallest distance parameter is diB, store the pseudojet i as jet and remove it from the
input list of pseudojets.

2) If the smallest distance parameter is dij and mij  µ, combine i and j.

3) If the smallest distance parameter is dij and mij > µ, check the mass jump criterion ✓ ·mij >
max[mi,mj ].

a) If the mass jump criterion is not fulfilled, compare the masses of the two pseudojets
and remove the one with the lower mass from the input list.

b) If the mass jump criterion is fulfilled, check the transverse momenta of the subjets i
and j.

i) If pT,i < pT,sub or pT,j < pT,sub, remove the respective pseudojet from the input
list.

ii) Else, combine pseudojets i and j. Store the pseudojets i and j as subjets of the
combined pseudojet. In case i or j have already subjets, associate their subjets
with the combined pseudojet.

4) Continue with 1) until the input list of pseudojets is empty.

The algorithm results in jets with an e↵ective size depending on pT and associated subjets. It
incorporates jet finding, subjet finding and the rejection of soft radiation in one clustering sequence.

The algorithm is available as plugin to FastJet [85, 86] and can be obtained through the Fast-
Jet Contribs package [87]. Its implementation is based on the implementations of the mass jump
and VR algorithms in the FastJet Contribs packages ClusteringVetoPlugin 1.0.0 and Vari-
ableR 1.1.1, respectively. These implementations have been adapted and modified to make the
HOTVR software an independent FastJet plugin.

https://arxiv.org/abs/1606.04961
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3 Characteristics and properties 5

Parameter Default Description

Rmin 0.1 Minimum value of Re↵ .

Rmax 1.5 Maximum value of Re↵ .

⇢ 600GeV Slope of Re↵ .

µ 30GeV Mass jump threshold.

✓ 0.7 Mass jump strength.

pT,sub 30GeV Minimum pT of subjets.

Table 1: Parameters of the HOTVR algorithm. The default values are given for the top-tagging mode.

3 Characteristics and properties

Parameters, jet and subjet finding

In total, the algorithm has six parameters, which are listed in Tab. 1. While the first three
parameters steer the VR part of the algorithm, the last three define the mass jump condition.
The default values given in the table have been optimised for top quark tagging in pp collisions at
p
s=13TeV.

The original VR algorithm is recovered for µ ! 1. In this case, for ⇢ ! 0 the algorithm is
identical to the CA algorithm with a distance parameter of R = Rmin. Similarly, for ⇢ ! 1 the
CA algorithm is obtained with R = Rmax. For values of ⇢ corresponding to the typical scale of an
event (m or pT in the range of O(100GeV)) jets are clustered with an adaptive distance parameter
between Rmin and Rmax. Higher values of ⇢ result in larger jet sizes.

The number of subjets found is modified by the mass jump parameters µ, ✓ and pT,sub. Once
the pseudojets become su�ciently heavy due to clustering, the mass jump threshold µ results in
a rejection of soft and light pseudojets. For a fixed value of µ, the strength of this jet grooming
depends on the parameters ✓ and pT,sub. For ✓ = 1 the condition (5) is always fulfilled and no
pseudojets are rejected (equivalent to the case µ ! 1). Conversely, the case of ✓ = 0 results in
a VR jet clustering which stops as soon as a jet mass of µ is reached. The algorithm results in
subjets with a maximum mass of µ. Additional jet grooming is obtained by setting pT,sub > 0. This
results in subjets with a minimum pT of pT,sub, e↵ectively removing soft radiation and improving
the tagging performance at small pT of the heavy object.

The algorithm’s behaviour is visualised in Fig. 1 where two example tt events, generated with
Pythia 8 [88–90] at low pT (top row, Event 1) and at high pT (bottom row, Event 2), are clustered
with the CA algorithm (left column) and with the HOTVR algorithm (right column). The active
catchment areas of the hard jets are obtained using ghost particles [91] and are illustrated by the
coloured (orange/blue) areas2. The impact of the VR part of the algorithm is nicely illustrated
by the largely di↵erent jet sizes of the two events clustered with the HOTVR algorithm (right
column). The grey regions in the right panels were rejected by the mass jump criterion and are
not part of the HOTVR jets. This criterion has largest impact in events at low pT as exemplified

2The exact borders of the jet areas depend slightly on the specific configuration of the ghost particles.
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Figure 11: Comparison of the identification algorithms for hadronically decaying t quark in
terms of ROC curves in two regions based on the pT of the generated particle; Left: 300 < pT <
500 GeV, and Right: 1000 < pT < 1500 GeV. Additional fiducial selection criteria applied to the
jets are listed on the plots.
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6.7 Identification using particle-flow candidates: DeepAK8 19
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Figure 8: The ImageTop network architecture. The neural network inputs are the 37x37 pix-
elized PF candidate pT map, which is split into colors based on the PF candidate flavor, and
the DeepFlavor subjet b tags applied to both subjets. The pixelized images are sent through a
two-dimensional CNN, and the subjet b tags are inputs to a dense layer. After flattening the
CNN, the two networks are taken as input to three dense layers and finally to the two-node
output, which is used as the top tagging discriminator.

ticle” list) consists of up to 100 jet constituent particles, sorted by decreasing pT. Typically less
than 5% of the jets have more than 100 reconstructed particles, therefore restricting to the 100
hardest particles results in a negligible loss of performance. Measured properties of each parti-
cle, such as the pT, the energy deposit, the charge, the angular separation between the particle
and the jet axis or the subjet axes, etc., are included to help the algorithm extract features re-
lated to the substructure of the jet. For charged particles, additional information measured by
the tracking detector is also included, such as the displacement and quality of the tracks, etc.
These inputs are particularly useful to enable the algorithm to extract features related to the
presence of heavy-flavor (b or c) quarks. In total, 42 variables are included for each particle in
the “particle” list. A secondary vertex (SV) list consists of up to 7 SVs, each with 15 features,
such as the SV kinematics, the displacement, and quality criteria. The SV list helps the network
to extract features related to the heavy-flavor content of the jet. The elements of the SV list as
sorted based on the two-dimensional impact parameter significance (SIP2D).

A significant challenge posed by the direct use of particle-level information is a substantial
increase in the number of inputs. Additionally, the correlations between these inputs are of
vital importance. Therefore, an algorithm that can both process the inputs efficiently and ex-
ploit the correlations effectively is required. A customized DNN architecture is thus developed
in DeepAK8 to fulfill this requirement. As illustrated in Fig. 9, the architecture consists of two
steps. In the first step, two one-dimensional CNNs are applied to the particle list and the SV list
in parallel to transform the inputs and extract useful features. In the second step, the outputs
of these CNNs are combined and processed by a simple fully connected network to perform
the jet classification. The CNN structure in the first step is based on the ResNet model [94],
but adapted from two-dimensional images to one-dimensional particle lists. The CNN for the
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