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Analysis cuts & 
statistical 

predictions

Observable 
processes: 

production of new 
particles, interference 

etc.
Include the effects you want to observe

Change 
params

Simulate detector 
effects

Monte Carlo

Recasting

Compare with published 
shapes/limits

Needs to be validated!  
 
● benchmarks 
● definitions of objects (vertex, jet, etc.) 
● detector acceptances  
● efficiencies 
● cut flow tables 

needed to accomplish this
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Kinds of LLP searches in CheckMATE

• Displaced vertex + MET (ATLAS, 1710.04901) 

• Displaced vertex + µ (ATLAS, 2003.11956) 

• Heavy Charged track (ATLAS, 1902.01636) 

• Displaced Leptons (CMS, 1409.4789, CMS-PAS-EXO-16-022) 

• Disappearing track (ATLAS, 1712.02118)
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https://arxiv.org/abs/1710.04901
https://arxiv.org/abs/2003.11956
https://arxiv.org/abs/1902.01636
https://arxiv.org/abs/1409.4789
https://arxiv.org/abs/1712.02118
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Search 1: Displaced Vertex

Benchmark Model

(ATLAS, 1710.04901)
Efficiencies published based 
on generator-level info, in a 
model-independent* 
parametrisation
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https://arxiv.org/abs/1710.04901
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Displaced Vertex - 1
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• Reinterpreted limits match published very well for almost entire lifetime range. 

• CheckMATE provides ratio of CheckMATE-calculated BSM signal to published 95% 
upper limit.  Calculating CLs based on expected background events works 
identically.
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Displaced Vertex - 1 : compressed spectra
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We wait for the 139/fb update
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Search 2: Displaced Vertex (+ µ)

Benchmark Model

(ATLAS, 2003.11956) 

FULL 139/fb!

• Efficiencies published based on generator-level info 

• Cut flow tables available for three lifetimes
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https://arxiv.org/abs/2003.11956
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Displaced Vertex - 2
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Lifetime behaviour confirmed for three lifetimes
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Search 3: Heavy Charged track

10

We implement the EW search regions 

Efficiencies available based on true boost of particles

Benchmark Model

ATLAS, 1902.01636

https://arxiv.org/abs/1902.01636
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Search 4: Displaced Leptons
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Benchmark Model
CMS, 1409.4789, CMS-PAS-EXO-16-022

https://arxiv.org/abs/1409.4789
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Search 5: Disappearing track

EW benchmark

Strong 
benchmark

(ATLAS, 1712.02118)
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https://arxiv.org/abs/1712.02118
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Models to test

EW model Strong model

New scalar 

Charged under SU(2) only 

Produced via Drell-Yan, decays via 
Yukawa-like coupling to lepton + 
invisible 

Based on lifetime, see in  track 
searches and displaced leptons

New scalar 

Charged under SU(3) only 

Produced via s-channel gluon, 
decays via Yukawa-like coupling to 
lepton + quark (SUSY R-parity 
violating or leptoquark) 

See in displaced vertex searches
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EW model limits

• Upper limits on masses between 150-480 GeV based on lifetime (or analogously on Yukawa 
coupling).  There is a gap between lifetimes ~ 1 cm – 1 m which should in principle be seen by the 
disappearing track search. 

•  Intermediate mass range currently not visible in disappearing track because  
(1) Large mono-jet trigger cut required kills production cross section (we need other triggers too) 
(2) We don’t know how if lepton veto works.  Likely it should not affect because d0 is too large.
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RPV model limits

Limits on masses ~ 800 - 1600 GeV based on lifetime 

Alternately, can be interpreted as limits on RPV couplings  

DV + MET still to be updated to full Run-2
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How to use CheckMATE for your own model
386 D. Dercks et al. / Computer Physics Communications 221 (2017) 383–418

Fig. 1. Flow chart to demonstrate the chain of data processing within CheckMATE.

besides removing the requirement for large storage. However, if the user requires so, the intermediate objects can be written to the disk
using the switches WritePythiaEvents and WriteDelphesEvents, cf. Section 3.

2.3. Event use or generation:

One of the core parts of Monte Carlo based collider phenomenology is the simulation of final state configurations that would be
produced in a collider experiment if a particular model of BSM physics was true. In the first version of CheckMATE, the event generation
had to be done externally by the user. MC event files and the corresponding cross section – either from the same event generator or from
an external cross section calculator like Prospino [31–35] or NLLFast [31,32,36–40] – were mandatory input parameters which were
then processed via Delphes 3within CheckMATE. Besides the practical inconvenience that every CheckMATE user had to use an external
event generator, the forced split between event generation and detector simulation/analysis also yields a computational disadvantage as
already explained above. Consequently, the new CheckMATE version now provides an automatic link to both MadGraph5_aMC@NLO [41]
and the Pythia 8 [42] event generation. With this new functionality, CheckMATE provides different types of modes to either run
MadGraph5_aMC@NLO and Pythia 8 or simply use already generated event files:

Provide an externally produced .hepmc or .hep event file: We first emphasise that if the user wishes to provide Monte Carlo events
in either .hepmc or .hep format to CheckMATE, this option is still supported. CheckMATE will then pass these events directly to
Delphes 3 for detector simulation.

Generate events entirely using Pythia 8: Pythia 8 is capable of generating events for BSM models followed by parton showering
and hadronisation of the final state. This functionality can be accessed by CheckMATE in two different ways.
The first possibility is to provide the Pythia 8 setup via an .in file which uses the Pythia 8 internal syntax, see Refs. [42–44], to set
the internal parameters. This mode allows for the full flexibility of the Pythia 8 program as all parameters can be changed via this
input file method. Most importantly, the .in file is used to define the model and the list of processes which should be generated. All
model parameters (e.g. couplings, masses, widths, branching ratios etc.) must be provided in the input file. If a supersymmetric (SUSY)

5 We show later that we can gain a factor of 3 in speed between CheckMATE version 1 and CheckMATE version 2 depending on the details of the benchmark model and
the number of parallel runs. Details can be found in Section 6.

Generate signal events by linking 
to Pythia/Madgraph or provide 

LHE / hepMC file

Simulate kinematic cuts

Compare to published 
upper limits

Dercks, ND et al. Comp. Phys. Comm. (2017)

16


