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ATLAS Trigger and DAQ 
• Online event selection:

• Allows us to store the events 
of interest within bandwidth 
limitation of DAQ system

• Realizes efficient use of
computational resource

• Triggering in ATLAS
• Level 1 (L1) (100 kHz, 2.5 µs)

• Hardware-based system with dedicated electronics
• L1Calo, L1Muon, L1Topo, CTP

• High Level Trigger (HLT)
(1-1.5 kHz, 500 ms on average)
• Exploits software-based object reconstruction running on commodity CPU farm
with networking based on commercial technologies

• HLT algorithm is based on Region of Interest (RoI) given by the L1 for fast reconstruction
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Scope of today’s talk
• Triggering in Run 2
• Typical peak luminosity

• 2015: 0.5e34 cm-2s-1 (max <µ>~18)
• 2016: 1.3e34 cm-2s-1 (max <µ>~40)
• 2017: 1.6e34 cm-2s-1 (max <µ>~70)
• 2018: 2.1e34 cm-2s-1 (max <µ>~60)

• Triggering in Run 3
• Typical peak luminosity

• 2.0e34 cm-2s-1 (max <µ>~60)
• Levelling at peak <µ>
• Typically, ~ 6 ‒ 10 hours

Evolutions in Run-2 in L1 and HLT
to cope with increase of luminosity

New features for Run-3 triggering
• multithreaded software framework,
• new hardware
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Evolutions in L1 Trigger in Run 2 
• Evolution of L1 muon trigger to gain fake rejection

• Exploiting additional coincidence with inner station of muon (EI/FI), and tile hadronic calorimeter
• FI (2015), EI (2016), and tile (2018) are integrated in the L1 operation

• New FPGA-based L1Topo processor is in operation since 2017
• Topological requirements: kinematics relations between objects

• Such as angular selections: Dh, Df, DR and invariant mass using L1 trigger objects from L1Calo and L1Muon
• Rate reduction owing to topological requirement besides simple object multiplicity-based requirements

arXiv:2105.01416 4
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Figure 6: Comparison of L1 dimuon triggers for muons with ?T > 6 GeV with and without topological requirements:
(a) L1 accept rate versus luminosity block number (one luminosity block is the time interval of data recording over
which the experimental conditions are assumed to be constant, usually one minute) for an LHC ?? fill with peak
luminosity of 2.6 ⇥ 1033 cm�2s�1; (b) invariant mass spectrum of the o�ine dimuon pair in events selected by the L1
and HLT dimuon triggers.
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Figure 7: E�ciency of L1Topo triggers developed for ⌫-meson decays with di-electron final states. The e�ciency is
determined using non-resonant ⌫0
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4
+
4
� decays, and it is shown (a) as a function of the o�ine invariant mass

of the signal electron pairs and (b) as a function of their angular separation �'. The L1 e�ciency (coloured filled
markers) is displayed separately for the two considered L1 items as well as their combination. The expected signal
distribution is superimposed (filled grey histogram).
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function of instantaneous luminosity. A reduction of 6% in the L1_MU20 trigger rate is observed for the
entire coverage of the MS when requiring the TileCal coincidence, at a cost of at most 2.5% ine�ciency.
This is compatible with the geometrical gaps between TileCal modules. In 2016, the 2-station-strip
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Figure 4: Left: Pseudorapidity distribution of the L1 RoIs ([RoI) which fulfil the 20 GeV requirement (L1_MU20)
after the new TileCal coincidence in the L1 trigger decisions (solid black line). The [

RoI distribution before the
deployment of the TileCal coincidence is also shown as a reference (blue triangles) to examine the reduction of the
L1_MU20 trigger rate at 1.05 < |[ | < 1.3, which is highlighted by the red rectangles. The reference histogram is
normalised so that the entries out of the acceptance of the TileCal coincidence (1.05 < |[RoI | < 1.3) are compatible
between the two distributions for the comparison. The ratio of after to before deployment of the TileCal coincidence
is also shown. The error bars show the statistical uncertainties only. Right: L1 trigger rate for the L1_MU20 trigger
as a function of instantaneous luminosity. The black (red) points correspond to data recorded without (with) the
TileCal coincidence requirement.

coincidence in the Big Wheel was changed to a 3-station-strip coincidence for the single-muon trigger with
?T requirement above 4 GeV (L1_MU4). A chamber-by-chamber Coincidence Window (CW) optimisation
procedure was introduced to take the detector alignment into account by varying the ?T depending on
the bending magnitude. Originally the CWs were extracted from MC simulation with perfect alignment.
During the 2017 data-taking the CWs were optimised for most triggers based on the data taken in 2015
and 2016. CW optimisations for lower-?T triggers were performed at the beginning of 2018. The rate
reduction for the L1 trimuon trigger with a 4 GeV threshold is shown in Figure 5.

The HLT selects events in two stages, executing fast reconstruction algorithms first, followed by muon
algorithms similar to the ones used for o�ine muon reconstruction [28]. The RoI identified by the L1 trigger
enables the fast algorithms to select precisely the region of the detector in which the interesting features
reside, therefore reducing the amount of data to be transferred and processed. The muon stand-alone (SA)
algorithm constructs a track using the MDT hits within the RoI, refining the L1 candidate. To achieve
the needed resolution in su�ciently short time, the ?T of the SA muon is reconstructed with simple
parameterised functions. Several changes were deployed during Run 2 in order to improve the e�ciency
and ?T resolution of the SA algorithm. The e�ciency is optimised by refining the fitting algorithm such
that noise hits in the MDTs are removed. Further improvements in the ?T resolution are obtained in the
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Figure 1: A schematic picture showing a quarter-section of the muon system in a plane containing the beam axis,
with monitored drift tube (MDT) and cathode strip (CSC) chambers for momentum determination and resistive plate
(RPC) and thin gap (TGC) chambers for triggering. The Forward Inner and Endcap Inner TGC chambers are marked
as TGC-FI and TGC-EI, respectively. The Extended Endcap MDT chambers are referred to as EE.

The MS is based on three large air-core superconducting toroidal magnet systems (two endcaps and one
barrel) with eight coils each, providing a field integral between 2.0 Tm and 6.0 Tm across most of the
detector acceptance. Figure 1 shows a quarter-section of the muon system in a plane containing the beam
axis. In the central region, the detectors compose a barrel that is arranged in three concentric cylindrical
shells around the beam axis. In the endcap region, the muon chambers form large wheels, perpendicular to
the I-axis. Several detector technologies are utilised to provide both precision tracking and triggering. The
deflection of the muon trajectory in the magnetic field is detected using hits in three layers of precision
monitored drift tube (MDT) chambers for |[ | < 2. In the region 2.0 < |[ | < 2.7, two layers of MDT chambers
in combination with one layer of cathode strip chambers (CSC) are used. Three layers of resistive plate
chambers (RPC) in the barrel region (|[ | < 1.05), and three layers of thin gap chambers (TGC) in the
endcap regions (1.05 < |[ | < 2.4) provide the L1 muon trigger and the read-out of the coordinate in the A–q
projection.

3 Data and simulation samples

Several data samples collected by the ATLAS detector are used to measure the muon trigger e�ciency. In
the following, the data samples used in the analysis are summarised. The data used in the measurements
to derive the pp collisions trigger performance rates and e�ciencies were collected during Run 2 in
2015–2018 with pp collisions at a centre-of-mass energy of 13 TeV, amounting to a total integrated
luminosity of 139 fb�1 [4, 5]. Only data recorded with stable beams and with all relevant sub-detector
systems fully operational are considered and accounted for in the integrated luminosity calculation. The
trigger performance measured in pp collision data is compared with predictions of Monte Carlo (MC)
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Evolutions in HLT algorithms in Run 2
• Evolutions of HLT algorithms for higher pileup

• Both of performance and CPU cost are the important factors in operation
• e.g. Improvement of B-jet trigger based on (computationally expensive) online tracking

• Constant improvement of CPU usage
• Super-RoI for efficient online tracking
• Multi-staging tracking as an optimal strategy

• Performance improvement
• Major improvement from Run 1 due to new pixel
layer (Insertable B-Layer) in operation since 2015

• Optimal use of MV2 algorithm improves 
light flavor rejection by factor 1.5
• While CPU usage reduced by ~30% 

arXiv:2106.03584 5

6.2 b-jet trigger performance

The performance of the 1-jet triggers is quantified by the probability of tagging a 1-jet (1-jet e�ciency,
Y1) and by the rejection power against 2-jets and light-flavour jets, where the rejection is defined as the
inverse of their e�ciency to pass the 1-tagging requirements. Jets are categorised as 1-jets, 2-jets or
light-flavour jets following the particle-level definitions described in Section 3. Figure 10 shows the
expected performance of the 1-jet trigger in terms of light-flavour jet and 2-jet rejection of the MV2c20
tagger together with the performance of the IP3D+SV1 tagger that was used during Run 1. The tuning
is performed on simulated CC̄ events with

p
B = 13 TeV. Jets used are required to have ⇢T > 55 GeV and

|[ | < 2.5. An order of magnitude improvement in light-flavour jet rejection for the same 1-jet selection
e�ciency was achieved in 2016 compared with 2012 (Run 1). This performance increase is attributed to
the installation of the insertable B-layer for Run 2, in conjunction with all of the software and algorithmic
improvements described in this work. An additional factor ⇠1.5 improvement in light-flavour jet rejection
was attained in 2017 and 2018 by further optimising the use of the MV2 algorithm in the HLT. These
improvements made it feasible to operate triggers with lower ⇢T thresholds and/or higher-e�ciency working
points than would have been a�ordable otherwise.
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Figure 10: The expected online performance in terms of (a) light-flavour jet and (b) 2-jet rejection by the 1-jet triggers
for the MV2c10 tagger (used during data-taking in 2017 and 2018), and the MV2c20 tagger (used during 2016). The
performance of the 1-jet trigger during Run 1 (stars) is also shown in terms of its light-flavour jet rejection.

The baseline configuration of 1-jet triggers in 2018 used the same tuning of MV2c10 that was deployed
during the 2017 data-taking period. This was possible due to the general similarity between the running
conditions in these two years. However, the 1-jet trigger menu included several triggers that used a
dedicated tuning of MV2c10 intended to improve the performance of the 1-tagging algorithms at high-⇢T

(e.g. ⇢T & 250 GeV) where it becomes harder to identify 1-jets. Following the same approach as is used
for o�ine 1-tagging in ATLAS, the CC̄ sample used for the baseline tuning was interleaved with a /

0 ! @@̄

sample, which has a much larger proportion of jets at high ⇢T and therefore increases the attention of the
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Figure 10: The expected online performance in terms of (a) light-flavour jet and (b) 2-jet rejection by the 1-jet triggers
for the MV2c10 tagger (used during data-taking in 2017 and 2018), and the MV2c20 tagger (used during 2016). The
performance of the 1-jet trigger during Run 1 (stars) is also shown in terms of its light-flavour jet rejection.

The baseline configuration of 1-jet triggers in 2018 used the same tuning of MV2c10 that was deployed
during the 2017 data-taking period. This was possible due to the general similarity between the running
conditions in these two years. However, the 1-jet trigger menu included several triggers that used a
dedicated tuning of MV2c10 intended to improve the performance of the 1-tagging algorithms at high-⇢T

(e.g. ⇢T & 250 GeV) where it becomes harder to identify 1-jets. Following the same approach as is used
for o�ine 1-tagging in ATLAS, the CC̄ sample used for the baseline tuning was interleaved with a /

0 ! @@̄

sample, which has a much larger proportion of jets at high ⇢T and therefore increases the attention of the
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as illustrated in Figure 2(a). In addition to the clear downside of wasting CPU resources, this approach
has the added disadvantage of potentially biasing the primary-vertex finding (described in Section 5.1) by
double-counting tracks in overlapping regions. An alternative approach is to consider an amalgamation of
the individual RoIs, removing any overlapping regions so that these are only processed once (as illustrated
in Figure 2(b)). This ‘super-RoI’ functionality provides a means to perform primary-vertex finding (along
the beamline) in a uniform way, regardless of the jet thresholds fulfilled.

This approach was used for primary-vertex finding in the 1-jet triggers from 2016 onward, by consolidating
all HLT jets with ⇢T > 30 GeV and |[ | < 2.5 into a super-RoI. The super-RoI constituents were defined
with spatial dimensions of 0.2 for the [ and q half-width (half of the full width) during 2016. In 2017 and
2018 these were reduced to 0.1 in both directions with negligible loss of 1-jet trigger performance. No
constraint in the I-direction is applied and the RoI covers the full range in I of the detector (±225 mm
around I = 0).

ROI 1

RoI 1

RoI 2

RoI 3
RoI 4

RoI 5

φ

η

(a)

φ

η

Super-RoI

(b)

Figure 2: A representation of the two di�erent approaches to processing RoIs in the detector. In the standard approach
(a), each RoI is treated separately, resulting in overlapping regions of the detector being processed multiple times. In
the super-RoI approach (b) the di�erent RoIs are amalgamated into a single complex region of detector space, thus
avoiding the problems associated with processing the same detector region multiple times.

4.2.2 RoIs for b-tagging jets

The jets that will be considered for 1-tagging are formed from RoIs with |[ | < 2.5 and a half-width in
the [ and q directions of 0.4 around the jet axis, with the apex centred on the primary-vertex position. A
schematic diagram illustrating the RoI defined for a single jet (passing the relevant ⇢T requirements for
each step) and used in the trigger is shown in Figure 3. The width along the I-direction was conservatively
constrained to be ±20 mm either side of the primary vertex during 2016, and optimised to ±10 mm in 2017
and 2018 with negligible loss of performance. This requirement dramatically reduces the volume that the
tracking must be run on and makes the choice of an RoI [–q half-width of 0.4 a�ordable in terms of the
CPU processing time of the trigger software. This RoI [–q half-width of 0.4 is comparable to the radius
parameter of 0.4 used for anti-:C jets in the o�ine reconstruction and ensures that the jet is fully contained
within the RoI volume. This provides better tagging performance, particularly for softer jets, than the [–q
half-width of 0.2 that was used for 1-jet triggers in Run 1. Jets selected for 1-tagging are also required to
pass the specific ⇢T thresholds of that particular trigger. If these ⇢T requirements are not satisfied then the
1-jet trigger algorithms are terminated and no further processing is performed.
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Trigger operation in Run 2
• Operation models with menu, prescale, and streaming developed

• Collection of HLT-L1 chains (menu) and prescale factors are
being evolved according to the LHC conditions of filling scheme

• Additional streams defined in ATLAS data taking besides Physics Streams
• Express, Debug, Calibration, Trigger-Level Analysis, and Monitoring streams

• Prescale to control L1 trigger rate and HLT output bandwidth
• Dynamically configured during the data taking for decay of instantaneous luminosity

6JINST 15 (2020) P10004 TriggerOperationPublicResults

https://iopscience.iop.org/article/10.1088/1748-0221/15/10/P10004
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/TriggerOperationPublicResults


Framework to monitor & predict resource usage
• Prediction is a key technique to prepare trigger menu and 
prescale configuration in advance of operation
• Developed cost monitoring/prediction for CPU usage and data-flow over network 
• Precise L1/HLT rate prediction is allowed by enhanced bias dataset and gaining 
statistical power over several orders of magnitude for L1-accepted events
• Confirmed that predicted trigger rate is consistent with the actual rate

• Proven to be essential for Run 2 operation and Run 3 operation preparation

7JINST 15 (2020) P10004
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Figure 5: Cost monitoring distributions for two HLT algorithms [42]: the topological clustering of calori-
meter data (TrigCaloCluserMaker_topo) is shown in green and the inner-detector electron track identification
(TrigFastTrackFinder_Electron_IDTrig) is shown in red. Presented are the execution time (top) per call (left) and
per event (right), as well as the execution time expressed as a fraction of the total execution time of all algorithms
(bottom) in the event (left) and number of executions per event (right). Only statistical uncertainties are shown.

• Calibration streams: events which are triggered by algorithms that focus on specific sub-detectors or
HLT features are recorded in these types of streams. Depending on the purpose of the stream, only
partial detector information is recorded through a strategy called Partial Event Building (PEB) [5],
which has the potential to significantly reduce the event size.

• Trigger-Level Analysis (TLA) streams: events sent to this stream store only partial detector
information and specific physics objects reconstructed by the HLT to be used directly in a physics
analysis.

• Monitoring streams: events are sent to dedicated monitoring nodes to be analysed online for, e.g.,
detector monitoring, but are not recorded.

For special data-taking configurations it is possible to introduce additional streams; an example is the
recording of enhanced bias data, which is discussed in Section 7.3. With the exception of the debug
streams, the streaming model is inclusive, which means that an event can be written to multiple streams.
Aside from the express stream, there are typically multiple di�erent streams of each type. For PEB, data
are only stored for specific sub-detectors, or for specific regional fragments from specific sub-detectors.
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Figure 14: Two examples of the EB rate predictions [42]. Left: Predicted rates as a function of ?T for various L1
triggers. Right: Pull distribution in predicted rates of 957 HLT chains from EB data normalised to the combined
statistical error (f), and fitted by a Gaussian function with mean, `Fit, and width, fFit, where RPrediction and ROnline

refer to the rates from prediction and data-taking for the same luminosity, respectively. Error bars include statistical
uncertainties only.

the HLT algorithms, it was also possible to run the L1 simulation on the raw data to obtain updated L1
decisions when new L1 trigger items were introduced in the trigger menu. The raw data files containing the
new trigger decisions are then processed with the ATLAS production reconstruction software to produce
the output necessary for validation. This process of rerunning the trigger and o�ine reconstruction on
about 1M EB events takes around 24 hours and typically requires on the order of 7000 hours of CPU time,
with each job using roughly 4 GB of virtual memory. Throughout Run 2, the HLT reprocessing used about
0.2% of the ATLAS grid resources.

The performance evaluation of a new release is carried out by signature-specific experts who compare
various results with those from a previously validated release. The o�ine and online monitoring is used to
sign o� a new release similar to the procedure used for the quality assessment of the collected data (see
Section 13). Once the release is validated, it is deployed to the online machines for data-taking and further
tested in an ATLAS test run during an LHC inter-fill period to check that there are no problems configuring
the HLT with the new release in the online environment and that the release is compatible with software
being used by other subsystems.

11 Debug stream processing

Sometimes the HLT is unable to make a decision on whether to accept an event due to processing failures.
Such failures can arise from algorithms crashing, time outs, missing data, etc. In such cases, the events are
grouped by their failure type and recorded into a corresponding debug stream in order to be further studied
o�ine, and in many cases recovered.

The failure types and corresponding debug streams are:

• HLT Timeout: Configurable limits are set on an event’s processing time. To allow a graceful
termination of the processing, a soft timeout is applied which corresponds to 95% of the value of the
hard timeout. If an event exceeds the soft timeout limit, the remaining algorithms are skipped, a
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New Run 3 HLT Framework
•HLT exploits new “AthenaMT” with multi-threading 
• Based on a concurrent task scheduler with Intel Thread Building Block
• Efficient memory usage thanks to memory
sharing of event-independent data
• AthenaMT is a common framework 
between offline and online reconstruction

•Multi-threading parallelization
• Inter-event: 

• multiple events processed in parallel
• Intra-event: 

• multiple algorithm running in parallel
• In-algorithm: 

• a single algorithm multi-threaded
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New Run 3 HLT Framework
•Multi-threading parallelization approach
• Inter-event: multiple events processed in parallel
• Intra-event: multiple algorithm running in parallel
• In-algorithm: a single algorithm multi-threaded

•HLT exploits new “AthenaMT”
• Based on a concurrent task scheduler
based on Intel Thread Building Block
• Efficient memory usage thanks memory
sharing of event-independent data
• AthenaMT is a common framework 
between offline and online reconstruction
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termination is achieved with Filter algorithms. The scheduling of all algorithms in the HLT is

assisted by configuration-time Control Flow which defines sequences of Filter ! Input Maker

! Reconstruction ! Hypothesis algorithms. If the hypothesis testing fails in one sequence, the

filter step of the next sequence ensures the early termination of the given path. The Control Flow

creates a diagram including all possible execution paths at configuration time. The diagram is

built from a list of all physics selections configured to be executed and does not change during

runtime. However, each trigger “chain” corresponding to one path through the diagram can

be individually disabled during runtime or executed only on a fraction of events. An example

fragment of the Control Flow diagram is presented in Figure 4.

3. HLT within the TDAQ infrastructure

The ATLAS Trigger and Data Acquisition (TDAQ) infrastructure, presented in Figure 5, consists

of detector readout electronics, a hardware-based Level-1 (L1) trigger, an HLT computing farm

and data flow systems. Data from muon detectors and calorimeters are analysed by the L1

system at the LHC bunch crossing rate of 40 MHz in order to select potentially interesting

events and limit the downstream processing rate to a maximum of 100 kHz. In addition to the

accept decision, L1 produces also Region-of-Interest (RoI) information which seeds the regional

reconstruction of events in the HLT and will serve as the input to Event View creation in the new

software. The HLT computing farm consists of around 40 000 physical cores executing Athena

to enhance the trigger decision and to reduce the output rate to around 1.5 kHz which can be

written to permanent storage.

The HLT software can be used both in online data processing and in o✏ine reprocessing

or simulation. Although the event processing sequence is the same in both cases, the online

processing requires a dedicated layer of communication to the TDAQ system. This layer

implements the TDAQ interfaces for input/output handling, online-specific error handling

procedures and an additional time-out watcher thread which is not needed o✏ine. Each node in

the HLT farm runs a set of applications presented in Figure 6. The main application responsible

for event processing is the HLT Multi-Process Processing Unit (HLTMPPU) which loads an

instance of Athena. After initialisation, the process is forked to achieve memory savings

in a multi-process execution. The mother process only monitors the children and does not

participate in event processing. Each child processes events by executing Athena methods

and transferring the inputs and outputs to/from the Data Collection Manager (DCM) which

communicates with the data flow infrastructure.
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New features in trigger for Run 3
•Upgrade of L1Calo 
• Feature exactors with modern large-scale FPGAs in L1Calo
• LAr EM calorimeter frontend upgrade 
to reconstruct super cells in trigger

•Upgrade of L1Muon
• To improve inner coincidence with inputs from new detectors 

9L1CaloTriggerPublicResults

1.3. SUPER CELL ͷಋೖ ୈ 1. ং࿦

ਤ 1.1: ΤωϧΪʔᮢ஋ʹର͢ΔτϦΨʔϨʔτ ਤ 1.2: Z ༝དྷͷిࢠͷΤωϧΪʔͷ෼෍

ਤ 1.3: Trigger Tower [1] ਤ 1.4: Super Cell [1]

5

1.3. SUPER CELL ͷಋೖ ୈ 1. ং࿦

ਤ 1.1: ΤωϧΪʔᮢ஋ʹର͢ΔτϦΨʔϨʔτ ਤ 1.2: Z ༝དྷͷిࢠͷΤωϧΪʔͷ෼෍

ਤ 1.3: Trigger Tower [1] ਤ 1.4: Super Cell [1]

5

Efficiency gain for a given trigger rate

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/L1CaloTriggerPublicResults


New features in trigger for Run 3
•HLT algorithm developments for Run 3
• Many new features are being developed at top speed
• Sharing a lot of features between online and offline
using the common AthenaMT framework
• e.g. Machine Learning implementation for online tracking

• Online tracking is important for hadronic objects (jets, MET) 
as well as tracking-based objects (b-jets, and tau)
• Introduce full scan online tracking for the main physics data Run 3 for the first time

• ML extends filtering on pixel detector doublet space point
• Significant speedup without major efficiency loss (~0.7% at <µ>=60)

10HLTTrackingPublicResults

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/HLTTrackingPublicResults


Summary
• Triggering in ATLAS in Run 2
• Dynamically and continuously improving L1 system and HLT 
algorithms according to the evolution of LHC conditions
• Reliable operation model has been builds along with prediction 
methods

• Triggering in ATLAS in Run 3
• New Multi-threaded Athena framework (AthenaMT)
• Improvements in the L1 trigger and HLT algorithms

•Getting ready for Run 3 data taking starting in 2022!
11
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Framework to monitor & predict resource usage
• Cost monitoring/prediction and rate prediction

• Cost monitoring/prediction for both CPU usage and data-flow over network 
• Precise L1/HLT rate prediction is allowed by enhanced bias dataset allows us to 
gain statistical power over several orders of magnitude for L1-accepted events

• Proven to be very useful and important 
in controlled trigger operation during Run 2.

9JINST 15 (2020) P10004

Figure 5: Cost monitoring distributions for two HLT algorithms [42]: the topological clustering of calori-
meter data (TrigCaloCluserMaker_topo) is shown in green and the inner-detector electron track identification
(TrigFastTrackFinder_Electron_IDTrig) is shown in red. Presented are the execution time (top) per call (left) and
per event (right), as well as the execution time expressed as a fraction of the total execution time of all algorithms
(bottom) in the event (left) and number of executions per event (right). Only statistical uncertainties are shown.

• Calibration streams: events which are triggered by algorithms that focus on specific sub-detectors or
HLT features are recorded in these types of streams. Depending on the purpose of the stream, only
partial detector information is recorded through a strategy called Partial Event Building (PEB) [5],
which has the potential to significantly reduce the event size.

• Trigger-Level Analysis (TLA) streams: events sent to this stream store only partial detector
information and specific physics objects reconstructed by the HLT to be used directly in a physics
analysis.

• Monitoring streams: events are sent to dedicated monitoring nodes to be analysed online for, e.g.,
detector monitoring, but are not recorded.

For special data-taking configurations it is possible to introduce additional streams; an example is the
recording of enhanced bias data, which is discussed in Section 7.3. With the exception of the debug
streams, the streaming model is inclusive, which means that an event can be written to multiple streams.
Aside from the express stream, there are typically multiple di�erent streams of each type. For PEB, data
are only stored for specific sub-detectors, or for specific regional fragments from specific sub-detectors.
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Figure 14: Two examples of the EB rate predictions [42]. Left: Predicted rates as a function of ?T for various L1
triggers. Right: Pull distribution in predicted rates of 957 HLT chains from EB data normalised to the combined
statistical error (f), and fitted by a Gaussian function with mean, `Fit, and width, fFit, where RPrediction and ROnline

refer to the rates from prediction and data-taking for the same luminosity, respectively. Error bars include statistical
uncertainties only.

the HLT algorithms, it was also possible to run the L1 simulation on the raw data to obtain updated L1
decisions when new L1 trigger items were introduced in the trigger menu. The raw data files containing the
new trigger decisions are then processed with the ATLAS production reconstruction software to produce
the output necessary for validation. This process of rerunning the trigger and o�ine reconstruction on
about 1M EB events takes around 24 hours and typically requires on the order of 7000 hours of CPU time,
with each job using roughly 4 GB of virtual memory. Throughout Run 2, the HLT reprocessing used about
0.2% of the ATLAS grid resources.

The performance evaluation of a new release is carried out by signature-specific experts who compare
various results with those from a previously validated release. The o�ine and online monitoring is used to
sign o� a new release similar to the procedure used for the quality assessment of the collected data (see
Section 13). Once the release is validated, it is deployed to the online machines for data-taking and further
tested in an ATLAS test run during an LHC inter-fill period to check that there are no problems configuring
the HLT with the new release in the online environment and that the release is compatible with software
being used by other subsystems.

11 Debug stream processing

Sometimes the HLT is unable to make a decision on whether to accept an event due to processing failures.
Such failures can arise from algorithms crashing, time outs, missing data, etc. In such cases, the events are
grouped by their failure type and recorded into a corresponding debug stream in order to be further studied
o�ine, and in many cases recovered.

The failure types and corresponding debug streams are:

• HLT Timeout: Configurable limits are set on an event’s processing time. To allow a graceful
termination of the processing, a soft timeout is applied which corresponds to 95% of the value of the
hard timeout. If an event exceeds the soft timeout limit, the remaining algorithms are skipped, a
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