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Figure 26 Left: R(D(⇤)) world averages with di↵erent assumptions for the unknown correlation ⇢D⇤⇤ : The average with
⇢D⇤⇤ = 0 (light blue) is based on similar assumptions as (Amhis et al., 2019) and shows a compatibility with the SM expectation
of 3.2 standard deviations taking into account the small uncertainties of the theoretical predictions; ⇢D⇤⇤ = ±1 (light red or
orange) agrees with the SM expectation within 2.9 and 3.7 standard deviations, respectively. In our quoted average we profile
the unknown correlation and obtain ⇢̂D⇤⇤ = �0.88 (heather gray) with a compatibility with the SM of 3.6 standard deviations.
Right: Our world average of R(D) and R(D⇤) (black curves), compared to the various measurements of R(D(⇤)). The unknown
correlation ⇢D⇤⇤ is treated as a free, but constrained, parameter of the average (see main text for more details).

The most important ones stem from the modeling of the
B ! D

⇤⇤
l⌫ processes, which comprise a significant back-

ground source in all measurements to date. The manner
in which the uncertainties of these background contribu-
tions are estimated varies considerably. As discussed in
Sec. V.C.1, the normalization or shape uncertainties from
the hadronic form factors are, in some measurements, val-
idated or constrained by control regions. Thus, a simple
correlation model will not be able to properly quantify
such correlations.

One particularly important point here is the treatment
of the correlations of these systematics between R(D⇤)
and R(D) measurements. In individual measurements
that measure both quantities simultaneously, this treat-
ment is straightforward. However, it becomes unclear
how to relate systematic uncertainties between e.g. R(D)
and R(D⇤) in two separate measurements. To provide a
concrete example, consider the BABAR measurement of
R(D) (in the context of the combined R(D(⇤)) determi-
nation of (Lees et al., 2012, 2013)) and the Belle mea-
surement of R(D⇤) (in the combined R(D(⇤)) analysis of
(Huschle et al., 2015)). In the individual measurements,
the systematic uncertainty associated with B ! D

⇤⇤
`⌫̄`

is 45% and �15% correlated between R(D) and R(D⇤),
respectively. From this information alone it is impossible
to derive the correct correlation structure between R(D)
and R(D⇤) across measurements.

We further investigate the dependence of the world av-
erage on the B ! D

⇤⇤
`⌫̄` correlation structure across

R(D) and R(D⇤) measurements by parametrizing them
with a single factor ⇢D⇤⇤ . In Fig. 26 (left) we show the
world average assuming such correlation e↵ects are neg-
ligible (labeled as ⇢D⇤⇤ = 0) and we reproduce a world
average very similar to HFLAV (Amhis et al., 2019). The
numerical values, normalized to the arithmetic average of
the SM predictions (cf. Tab. I in Sec. II.D.1), are

R(D)/R(D)SM = 1.12 ± 0.10 , (72)

R(D⇤)/R(D⇤)SM = 1.15 ± 0.06 , (73)

with an overall correlation of ⇢ = �0.33. In addition to
the B ! D

⇤⇤
`⌫̄` uncertainties, the uncertainties in the

leptonic ⌧ branching fractions and the B ! D
(⇤)

l⌫ FFs
are fully correlated across measurements. The compat-
ibility with the SM expectation is within 3.2 standard
deviations (close to the value quoted by (Amhis et al.,
2019) of 3.1�). Figure 26 (left) also shows the impact
of setting this unknown correlation to either ⇢D⇤⇤ = 1
or ⇢D⇤⇤ = �1, resulting in compatibilities with the SM
predictions of 2.9 or 3.7 standard deviations, respectively.

A possible way to deal with an unknown parame-
ter such as ⇢D⇤⇤ in this type of problem is outlined
in (Cowan, 2019). Instead of neglecting the value, we
can incorporate it as a free parameter of the problem
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Additionally, the treatment of radiative corrections,
and other subtle e↵ects in event generation such as po-
larization e↵ects, are shared in the event generators em-
ployed by many experiments. This can be a source of
common systematic uncertainties, albeit negligible com-
pared to the precision of the current measurements.

VI. COMBINATION AND INTERPRETATION OF THE
RESULTS

The semitauonic measurements described in Sec. IV
exhibit various levels of disagreement with the SM pre-
dictions. In this section, we further examine these results
and explore these tensions. To briefly resummarize, at
the time of the publication of this review, the following
recent measurements were available (see also Table V):

1. In B ! D
(⇤)
⌧⌫ decays

(a) Six measurements of R(D⇤) and three of
R(D). For convenience we resummarize here
these results in Table XVII.

(b) One measurement of the ⌧ polarization frac-
tion, P⌧ (D⇤) = �0.38 ± 0.51+0.21

�0.16
.

(c) One measurement of the D
⇤ longitudinal po-

larization fraction, FL,⌧ (D⇤) = 0.60 ± 0.08 ±
0.04.

(d) Two measurements of the e�ciency corrected
q
2 distributions shown in Fig. 11.

2. One measurement of a b ! c⌧⌫ transition using Bc

decays, R(J/ ) = 0.71 ± 0.17 ± 0.18.

3. One measurement of a b ! u⌧⌫ transition, R(⇡) =
1.05 ± 0.51.

In Sec. VI.A, we inspect the measurements of R(D(⇤))
in terms of the light-lepton normalization modes, the
isospin-conjugated modes, and their measured values as
a function of time. Thereafter we revisit in Sec. VI.B the
combination of the measured R(D(⇤)) values. In partic-
ular, we discuss the role of non-trivial correlation e↵ects
on such averages and point out that with more precise
measurements on the horizon these e↵ects will need to be
revisited. In Sec. VI.C we discuss the saturation of the
measured inclusive rate by exclusive contributions as im-
plied by the current world averages of R(D⇤) and R(D)
together with the expected B ! D

⇤⇤
⌧⌫ rates. Finally,

Secs. VI.D and VI.E discuss the challenges in develop-
ing self-consistent new physics interpretations of the ob-
served tensions with the SM and possible connections to
the present-day FCNC anomalies, respectively.

A. Dissection of R(D(⇤)) results and SM tensions

The current status of LFUV measurements versus SM
predictions, and the significance of their respective ten-

Table XVII Summary of R(D(⇤)) measurements and world
averages. The hadronic-⌧ LHCb result (Aaij et al., 2018b)
has been updated taking into account the latest HFLAV av-
erage of B(B0

! D
⇤+
`⌫) = 5.08 ± 0.02 ± 0.12)%. The values

for “Average (⇢̂D⇤⇤)” are calculated by profiling the unknown
B ! D

⇤⇤
l⌫ correlation and obtaining ⇢̂D⇤⇤ = �0.88 as de-

scribed in Sec. VI.B.

Experiment ⌧ decay Tag R(D) R(D⇤) ⇢tot

BABAR a
µ⌫⌫ Had. 0.440(58)(42) 0.332(24)(18) �0.31

Belleb
µ⌫⌫ Semil. 0.307(37)(16) 0.283(18)(14) �0.52

Bellec
µ⌫⌫ Had. 0.375(64)(26) 0.293(38)(15) �0.50

Belled
⇡⌫, ⇢⌫ Had. 0.270(35(+28)

(�25) –

LHCbe
⇡⇡⇡(⇡0)⌫ – – 0.280(18)(25)(13) –

LHCbf
µ⌫⌫ – – 0.336(27)(30) –

Avg. (⇢̂D⇤⇤) 0.337(30) 0.298(14) �0.42

HFLAV Avg.g 0.340(30) 0.295(14) �0.38

a (Lees et al., 2012, 2013) b (Caria et al., 2020) c (Huschle et al., 2015)
d (Hirose et al., 2018)
e (Aaij et al., 2018b) f (Aaij et al., 2015c) g (Amhis et al., 2019)

Table XVIII Current status of LFUV measurements (see
Sec. IV) versus SM predictions in Sec. II, and their respective
agreements or tensions. For P⌧ (D⇤) and FL,⌧ (D⇤) we show
a näıve arithmetic average of the SM predictions (Tab. II)
as done for R(D(⇤)). For R(D(⇤)) we show the world average
from the HFLAV combination (Amhis et al., 2019); below the
line we show for comparison the results of the R(D(⇤)) world
average obtained in this work (see Sec. VI.B).

Obs.
Current

World Av./Data
Current

SM Prediction Significance

R(D) 0.340 ± 0.030 0.299 ± 0.003 1.2�
)

3.1�
R(D⇤) 0.295 ± 0.014 0.258 ± 0.005 2.5�

P⌧ (D⇤) �0.38 ± 0.51+0.21
�0.16 �0.501 ± 0.011 0.2�

FL,⌧ (D⇤) 0.60 ± 0.08 ± 0.04 0.455 ± 0.006 1.6�

R(J/ ) 0.71 ± 0.17 ± 0.18 0.2582 ± 0.0038 1.8�

R(⇡) 1.05 ± 0.51 0.641 ± 0.016 0.8�

R(D) 0.337± 0.030 0.299 ± 0.003 1.3�
)
3.6�

R(D⇤) 0.298± 0.014 0.258 ± 0.005 2.5�

sions or agreements, is summarized in Tab. XVIII, in-
cluding the current HFLAV combination of the R(D(⇤))
data. For the SM predictions the arithmetic averages
discussed in Section II are quoted. The individual ten-
sions of all LFUV measurements with the SM expecta-
tions range from 0.2–2.5�. The combined value of R(D)
and R(D⇤) is in tension with the SM expectation by 3.1�
because of their anti-correlation. Also note that the value
of P⌧ (D⇤) is slightly correlated with both averages.

A subset of the existing measurements provide values

Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated
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* Form factors unknown functions of q
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B. B ! D(⇤) form factors

We use the standard definitions of the form factors. For B ! D decays,

hD| c̄ b |Bi =
p
mBmD hS (w + 1) , (10a)

hD| c̄�5b |Bi = hD| c̄�µ�5b |Bi = 0 , (10b)

hD| c̄�µb |Bi =
p
mBmD

⇥
h+(v + v0)µ + h�(v � v0)µ

⇤
, (10c)

hD| c̄�µ⌫b |Bi = i
p
mBmD

⇥
hT (v0µv⌫ � v0⌫vµ)

⇤
, (10d)

while for the B ! D⇤ transitions,

hD⇤
| c̄b |Bi = 0 , (11a)

hD⇤
| c̄�5b |Bi = �

p
mBmD⇤ hP (✏⇤ · v) , (11b)

hD⇤
| c̄�µb |Bi = i

p
mBmD⇤ hV "µ⌫↵� ✏⇤⌫v

0
↵v� , (11c)

hD⇤
| c̄�µ�5b |Bi =

p
mBmD⇤

⇥
hA1(w + 1)✏⇤µ � hA2(✏

⇤
· v)vµ � hA3(✏

⇤
· v)v0µ

⇤
, (11d)

hD⇤
| c̄�µ⌫b |Bi = �

p
mBmD⇤ "µ⌫↵�

⇥
hT1✏

⇤
↵(v + v0)� + hT2✏

⇤
↵(v � v0)� + hT3(✏

⇤
· v)v↵v

0
�

⇤
.

(11e)

The i, �1, and w+1 factors are chosen such that in the heavy quark limit each form factor

either vanishes or equals the leading order Isgur-Wise function,

h� = hA2 = hT2 = hT3 = 0 ,

h+ = hV = hA1 = hA3 = hS = hP = hT = hT1 = ⇠ . (12)

Using Eqs. (4) and (9), one can compute all form factors to order O(⇤QCD/mc,b) and

O(↵s). It is convenient to factor out ⇠(w), defining

ĥ(w) = h(w)/⇠(w) . (13)

By virtue of Eq. (6), the B ! Dl⌫̄ form factors only depend on two linear combinations of

subleading Isgur-Wise functions, L̂1 and L̂4,

ĥ+ = 1 + ↵̂s

h
CV1 +

w + 1

2
(CV2 + CV3)

i
+ ("c + "b) L̂1 ,

ĥ� = ↵̂s
w + 1

2
(CV2 � CV3) + ("c � "b) L̂4 ,

ĥS = 1 + ↵̂s CS + ("c + "b)

✓
L̂1 � L̂4

w � 1

w + 1

◆
,

6

ĥT = 1 + ↵̂s

�
CT1 � CT2 + CT3

�
+ ("c + "b)

�
L̂1 � L̂4

�
. (14)

For the B ! D⇤l⌫̄ form factors we obtain

ĥV = 1 + ↵̂s CV1 + "c
�
L̂2 � L̂5

�
+ "b

�
L̂1 � L̂4

�
,

ĥA1 = 1 + ↵̂s CA1 + "c

✓
L̂2 � L̂5

w � 1

w + 1

◆
+ "b

✓
L̂1 � L̂4

w � 1

w + 1

◆
,

ĥA2 = ↵̂s CA2 + "c
�
L̂3 + L̂6

�
,

ĥA3 = 1 + ↵̂s

�
CA1 + CA3

�
+ "c

�
L̂2 � L̂3 + L̂6 � L̂5

�
+ "b

�
L̂1 � L̂4

�
,

ĥP = 1 + ↵̂s CP + "c
⇥
L̂2 + L̂3(w � 1) + L̂5 � L̂6(w + 1)

⇤
+ "b

�
L̂1 � L̂4

�
,

ĥT1 = 1 + ↵̂s

h
CT1 +

w � 1

2

�
CT2 � CT3

�i
+ "cL̂2 + "bL̂1 ,

ĥT2 = ↵̂s
w + 1

2

�
CT2 + CT3

�
+ "cL̂5 � "bL̂4 ,

ĥT3 = ↵̂s CT2 + "c
�
L̂6 � L̂3

�
. (15)

In Eqs. (14) and (15), the relations for the SM currents — that is, h+, h�, hV , hA1 , hA2 ,

and hA3 — agree with the literature, e.g., Refs. [16, 20]. Because of Luke’s theorem, the

O(⇤QCD/mc,b) corrections to h+, hS, hA1 , and hT1 vanish at zero recoil. To the best of our

knowledge, the expressions for hT and hT1,2,3 cannot be found in the literature. For hT2 and

hT3 , which start at order ⇤QCD/mc,b, the partial results used in the literature (e.g., Ref. [28])

kept and left out terms, which are both order O(⇤QCD/mc,b).

The scalar and vector matrix elements in B ! D transitions, and the pseudoscalar and

axial vector ones in B ! D⇤, are related by the equations of motion

[mb(µ)�mc(µ)] hD| c̄ b |Bi = hD| c̄ /q b |Bi ,

�[mb(µ) +mc(µ)] hD
⇤
| c̄�5b |Bi = hD⇤

| c̄ /q�
5 b |Bi , (16)

in which mQ(µ) are the MS quark masses at a common scale µ, obeying

mQ = mQ(µ)


1 + ↵̂s

✓
4

3
� ln

m2
Q

µ2

◆
+ . . .

�
. (17)

One can verify using mb = mB � ⇤̄+O(⇤2
QCD/mb) and mc = mD(⇤) � ⇤̄+O(⇤2

QCD/mc) that

the form factor expansions in Eqs. (14) and (15) satisfy these relations, including all O("c,b)

and O(↵s) terms. We emphasize that this only holds using the MS masses at the common

scale µ. Using mb(mb) and mc(mc) [29] in Eqs. (16), as done in some papers, is inconsistent.
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We use the standard definitions of the form factors. For B ! D decays,

hD| c̄ b |Bi =
p
mBmD hS (w + 1) , (10a)

hD| c̄�5b |Bi = hD| c̄�µ�5b |Bi = 0 , (10b)

hD| c̄�µb |Bi =
p
mBmD

⇥
h+(v + v0)µ + h�(v � v0)µ

⇤
, (10c)

hD| c̄�µ⌫b |Bi = i
p
mBmD

⇥
hT (v0µv⌫ � v0⌫vµ)

⇤
, (10d)

while for the B ! D⇤ transitions,

hD⇤
| c̄b |Bi = 0 , (11a)

hD⇤
| c̄�5b |Bi = �

p
mBmD⇤ hP (✏⇤ · v) , (11b)
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| c̄�µb |Bi = i
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0
↵v� , (11c)
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| c̄�µ�5b |Bi =

p
mBmD⇤

⇥
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⇤
· v)vµ � hA3(✏

⇤
· v)v0µ

⇤
, (11d)

hD⇤
| c̄�µ⌫b |Bi = �

p
mBmD⇤ "µ⌫↵�

⇥
hT1✏

⇤
↵(v + v0)� + hT2✏

⇤
↵(v � v0)� + hT3(✏

⇤
· v)v↵v

0
�

⇤
.

(11e)

The i, �1, and w+1 factors are chosen such that in the heavy quark limit each form factor

either vanishes or equals the leading order Isgur-Wise function,

h� = hA2 = hT2 = hT3 = 0 ,

h+ = hV = hA1 = hA3 = hS = hP = hT = hT1 = ⇠ . (12)

Using Eqs. (4) and (9), one can compute all form factors to order O(⇤QCD/mc,b) and

O(↵s). It is convenient to factor out ⇠(w), defining

ĥ(w) = h(w)/⇠(w) . (13)

By virtue of Eq. (6), the B ! Dl⌫̄ form factors only depend on two linear combinations of

subleading Isgur-Wise functions, L̂1 and L̂4,

ĥ+ = 1 + ↵̂s

h
CV1 +

w + 1
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(CV2 + CV3)
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ĥ� = ↵̂s
w + 1
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ĥS = 1 + ↵̂s CS + ("c + "b)

✓
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w � 1
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◆
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The i, �1, and w+1 factors are chosen such that in the heavy quark limit each form factor

either vanishes or equals the leading order Isgur-Wise function,

h� = hA2 = hT2 = hT3 = 0 ,

h+ = hV = hA1 = hA3 = hS = hP = hT = hT1 = ⇠ . (12)

Using Eqs. (4) and (9), one can compute all form factors to order O(⇤QCD/mc,b) and

O(↵s). It is convenient to factor out ⇠(w), defining

ĥ(w) = h(w)/⇠(w) . (13)

By virtue of Eq. (6), the B ! Dl⌫̄ form factors only depend on two linear combinations of

subleading Isgur-Wise functions, L̂1 and L̂4,
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2
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i
+ ("c + "b) L̂1 ,
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2
(CV2 � CV3) + ("c � "b) L̂4 ,
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◆
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6
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For the B ! D⇤l⌫̄ form factors we obtain
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In Eqs. (14) and (15), the relations for the SM currents — that is, h+, h�, hV , hA1 , hA2 ,

and hA3 — agree with the literature, e.g., Refs. [16, 20]. Because of Luke’s theorem, the

O(⇤QCD/mc,b) corrections to h+, hS, hA1 , and hT1 vanish at zero recoil. To the best of our

knowledge, the expressions for hT and hT1,2,3 cannot be found in the literature. For hT2 and

hT3 , which start at order ⇤QCD/mc,b, the partial results used in the literature (e.g., Ref. [28])

kept and left out terms, which are both order O(⇤QCD/mc,b).

The scalar and vector matrix elements in B ! D transitions, and the pseudoscalar and

axial vector ones in B ! D⇤, are related by the equations of motion
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in which mQ(µ) are the MS quark masses at a common scale µ, obeying

mQ = mQ(µ)
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3
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+ . . .

�
. (17)

One can verify using mb = mB � ⇤̄+O(⇤2
QCD/mb) and mc = mD(⇤) � ⇤̄+O(⇤2

QCD/mc) that

the form factor expansions in Eqs. (14) and (15) satisfy these relations, including all O("c,b)

and O(↵s) terms. We emphasize that this only holds using the MS masses at the common

scale µ. Using mb(mb) and mc(mc) [29] in Eqs. (16), as done in some papers, is inconsistent.
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ĥ+ = 1 + ↵̂s

h
CV1 +

w + 1

2
(CV2 + CV3)

i
+ ("c + "b) L̂1 ,
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FIG. 6. Results of the fit with the BGL form factor parameterization. The results from the SVD1 and SVD2 samples are
added together. The electron modes are on the left and muon modes on the right. The points with error bars are the on-
resonance data. Where not shown, the uncertainties are smaller than the black markers. The histograms are, top to bottom,
the signal component, B ! D⇤⇤ background, signal correlated background, uncorrelated background, fake ` component, fake
D⇤ component and continuum.

The value of |Vcb| from the CLN and BGL parameteriza-
tions are consistent with the world average and remain
to be in tension with inclusive |Vcb| value shown in Eq. 2
and Eq. 1 respectively.

We perform a lepton flavor universality (LFU) test by

forming a ratio of the branching fractions of modes with
electrons and muons. The corresponding value of this
ratio is

B(B0
! D

⇤�
e
+
⌫)

B(B0 ! D⇤�µ+⌫)
= 1.01 ± 0.01 ± 0.03 , (36)

E. Waheed, P. Urquijo, et al.

[Phys. Rev. D 100, 052007 (2019)]
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BLPR with new untagged D* Fit QCDSR
Lattice QCD

Belle Data
F(1) f+,0(1) f+,0(w > 1)

Lw=1 — X X — X

Lw=1+SR X X X — X

NoL — — — — X

NoL+SR X — — — X

Lw�1 — X X X X

Lw�1+SR X X X X X

th:Lw�1+SR X X X X —

TABLE I. Summary of theory and data inputs for each fit scenario. All use the HQET predictions

to order O(⇤QCD/mc,b) and O(↵s), as well as the unitarity constraints.

⌅ Extract ⇠(w), including the slope parameter ⇢̄2⇤, by fitting to the w � 1 lattice QCD

data forB ! D, and apply it simultaneously with the LQCD normalization ofB ! D⇤

at w = 1. We refer to this fit as “Lw�1”.

In a “theory only” version of this fit, denoted by “th:Lw�1+SR”, one fully constrains the

B ! D(⇤)l⌫̄ di↵erential rates without any experimental input; the only fit is to lattice data

and QCDSR constraints. For the “Lw�1+SR” fit, we combine the w � 1 B ! D and w = 1

B ! D⇤ lattice data with QCDSR constraints and the experimental information, to include

all available information and explore possible tensions. We summarize the inputs of the

various fit scenarios pursued in this paper in Table I.

All fits explored in this paper use the unitarity constraints. The consequences of relaxing

the unitarity constraints between the slope and the curvature terms in Eq. (30) will be

explored in detail elsewhere [55].

D. Data and fit details

To determine the leading and subleading Isgur-Wise functions and |Vcb|, we carry out a

simultaneous fit of the available B ! D(⇤)l⌫̄ spectra. There are only two measurements [54,

56] which provide kinematic distributions fully corrected for detector e↵ects. The measured

15

: FNAL D Lattice (Phys. Rev. D 92, 034506 (2015)) + Belle D + D* DataLw≥1

: All of the above + QCD Sum rule (SR) constraintsLw≥1 + SR

D Phys. Rev. D 93, 032006 (2016)

D* BELLE-CONF-1612, arXiv:1702.01521


D* Phys. Rev. D 100, 052007 (2019)
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# 6

Including  1/m2
c

M. Bordone, M. Jung, D. Van Dyk

EPJC vol 80, 74 (2020)

arXiv:1908.09398

7

order function f f(1) f 0(1) f 00(1) f 000(1)

1/m0
Q ⇠ +1.00 — �1.14 [�1.32,�0.93] +1.88 [+1.57,+2.52] �3.29 [�5.13,�2.90]

1/m1
Q

�̂2 �0.06 [�0.08,�0.04] �0.00 [�0.02,+0.02] +0.06 [�0.21,+0.16] — —
�̂3 +0.00 — +0.04 [+0.02,+0.06] �0.05 [�0.16,�0.04] — —
⌘̂ +0.60 [+0.44,+0.79] �0.02 [�0.18,+0.18] �0.04 [�0.84,+0.32] — —

1/m2
Q

ˆ̀
1 +0.12 [�0.10,+0.36] �5.78 [�12.5,�0.16] — — — —
ˆ̀
2 �1.89 [�2.26,�1.54] �3.14 [�9.53,+1.31] — — — —
ˆ̀
3 +0.86 [�8.29,+5.17] +0.06 [�2.96,+9.55] — — — —
ˆ̀
4 �2.02 [�3.53,�0.75] �0.05 [�1.88,+1.71] — — — —
ˆ̀
5 +3.79 [+0.16,+5.20] �1.40 [�2.63,+3.26] — — — —
ˆ̀
6 +3.53 [�0.67,+6.43] +0.04 [�3.43,+4.49] — — — —

TABLE II. Best-fit point for the parameters of the 3/2/1 model in a simultaneous fit to theory constraints and all available
experimental measurements. Uncertainty ranges presented here are meant for illustrative purpose only, and should not be
interpreted a standard deviations due to non-Gaussianity of the joint posterior.

polarisation fraction FL in B̄ ! D⇤⌧�⌫̄ decays. We obtain

RD = 0.298± 0.003 , RD⇤ = 0.247± 0.006 ,

PD
⌧ = 0.321± 0.003 , �PD⇤

⌧ = 0.488± 0.018 ,

FL = 0.470± 0.012 .

(11)

We also produce posterior-predictive distributions for the B̄ ! D(⇤)
{e�, µ�

}⌫̄ branching ratios for both of our fit
models. Their summaries in form of mean value, standard deviations and correlations are collected in table III.

B. Challenging measurements and extraction of |Vcb|

We apply the form factors obtained in the previous subsection to the available experimental information to perform
phenomenological studies with high accuracy. Specifically, we confront our predictions with the measured spectral
information and extract |Vcb|, assuming the SM. Our extraction of |Vcb| to subsubleading power in the HQE is the
first of its kind.

The publicly available experimental results are B̄ ! D(⇤)`�⌫̄ kinematical distributions published by the Belle collab-
oration [2–4] and the world averages for the branching fractions [1]. The B̄ ! D`�⌫̄ distribution PD(w) from ref. [2],
and the four B̄ ! D⇤`�⌫̄ distributions PD⇤(w), PD⇤(�), PD⇤(cos ✓D⇤), and P (cos ✓`) from ref. [3]3 are unfolded of
detector e↵ects by the Belle collaboration. The data presented in ref. [4] are still folded, and the necessary information
for the unfolding process is provided in the publication.

In a first step, we compare in figure 2 our posterior predictions for the kinematical PDFs with the experimental
results. Both of our fit models yield visually indistinguishable posterior predictions for the three angular distributions
P (�), P (cos ✓`) and P (cos ✓D⇤) in B̄ ! D⇤

{e�, µ�
}⌫̄. The agreement between our predictions and the experimental

measurements for P (cos ✓`) is visibly worse than the excellent agreement for the remaining two angular distributions.
However, we find that our predictions for these three distributions are considerably more precise than the experimental
results. We therefore conclude that the latter do not further constrain the form factor parameters within our two
models; we hence abstain from using them in the following. However, we find that the results for the distributions
PD(w) and PD⇤(w) do have the potential to further constrain the form factor parameters.

In a second step, we fit the HQE expressions for the form factors simultaneously to the previously discussed theory
constraints and di↵erent sets of publicly available experimental results for PD(w) and PD⇤(w). These sets are: only
PD⇤(w) from the 2017 data, only PD⇤(w) from the 2018 data, and the combination of all experimental results for
PD(⇤)(w). For all these sets we find that the simultaneous fits show excellent agreement between the theoretical

3 Note that these results are still preliminary and a new analysis of the data is ongoing.

7

order function f f(1) f 0(1) f 00(1) f 000(1)

1/m0
Q ⇠ +1.00 — �1.14 [�1.32,�0.93] +1.88 [+1.57,+2.52] �3.29 [�5.13,�2.90]

1/m1
Q

�̂2 �0.06 [�0.08,�0.04] �0.00 [�0.02,+0.02] +0.06 [�0.21,+0.16] — —
�̂3 +0.00 — +0.04 [+0.02,+0.06] �0.05 [�0.16,�0.04] — —
⌘̂ +0.60 [+0.44,+0.79] �0.02 [�0.18,+0.18] �0.04 [�0.84,+0.32] — —

1/m2
Q

ˆ̀
1 +0.12 [�0.10,+0.36] �5.78 [�12.5,�0.16] — — — —
ˆ̀
2 �1.89 [�2.26,�1.54] �3.14 [�9.53,+1.31] — — — —
ˆ̀
3 +0.86 [�8.29,+5.17] +0.06 [�2.96,+9.55] — — — —
ˆ̀
4 �2.02 [�3.53,�0.75] �0.05 [�1.88,+1.71] — — — —
ˆ̀
5 +3.79 [+0.16,+5.20] �1.40 [�2.63,+3.26] — — — —
ˆ̀
6 +3.53 [�0.67,+6.43] +0.04 [�3.43,+4.49] — — — —

TABLE II. Best-fit point for the parameters of the 3/2/1 model in a simultaneous fit to theory constraints and all available
experimental measurements. Uncertainty ranges presented here are meant for illustrative purpose only, and should not be
interpreted a standard deviations due to non-Gaussianity of the joint posterior.

polarisation fraction FL in B̄ ! D⇤⌧�⌫̄ decays. We obtain

RD = 0.298± 0.003 , RD⇤ = 0.247± 0.006 ,

PD
⌧ = 0.321± 0.003 , �PD⇤

⌧ = 0.488± 0.018 ,

FL = 0.470± 0.012 .

(11)

We also produce posterior-predictive distributions for the B̄ ! D(⇤)
{e�, µ�

}⌫̄ branching ratios for both of our fit
models. Their summaries in form of mean value, standard deviations and correlations are collected in table III.

B. Challenging measurements and extraction of |Vcb|

We apply the form factors obtained in the previous subsection to the available experimental information to perform
phenomenological studies with high accuracy. Specifically, we confront our predictions with the measured spectral
information and extract |Vcb|, assuming the SM. Our extraction of |Vcb| to subsubleading power in the HQE is the
first of its kind.

The publicly available experimental results are B̄ ! D(⇤)`�⌫̄ kinematical distributions published by the Belle collab-
oration [2–4] and the world averages for the branching fractions [1]. The B̄ ! D`�⌫̄ distribution PD(w) from ref. [2],
and the four B̄ ! D⇤`�⌫̄ distributions PD⇤(w), PD⇤(�), PD⇤(cos ✓D⇤), and P (cos ✓`) from ref. [3]3 are unfolded of
detector e↵ects by the Belle collaboration. The data presented in ref. [4] are still folded, and the necessary information
for the unfolding process is provided in the publication.

In a first step, we compare in figure 2 our posterior predictions for the kinematical PDFs with the experimental
results. Both of our fit models yield visually indistinguishable posterior predictions for the three angular distributions
P (�), P (cos ✓`) and P (cos ✓D⇤) in B̄ ! D⇤

{e�, µ�
}⌫̄. The agreement between our predictions and the experimental

measurements for P (cos ✓`) is visibly worse than the excellent agreement for the remaining two angular distributions.
However, we find that our predictions for these three distributions are considerably more precise than the experimental
results. We therefore conclude that the latter do not further constrain the form factor parameters within our two
models; we hence abstain from using them in the following. However, we find that the results for the distributions
PD(w) and PD⇤(w) do have the potential to further constrain the form factor parameters.

In a second step, we fit the HQE expressions for the form factors simultaneously to the previously discussed theory
constraints and di↵erent sets of publicly available experimental results for PD(w) and PD⇤(w). These sets are: only
PD⇤(w) from the 2017 data, only PD⇤(w) from the 2018 data, and the combination of all experimental results for
PD(⇤)(w). For all these sets we find that the simultaneous fits show excellent agreement between the theoretical

3 Note that these results are still preliminary and a new analysis of the data is ongoing.

Use LCSR, QCD SR, Data to 
constrain full set of 1/m2

c
8

XX

�15

X

�10

X

�5

X

0

X

5

X

10

X
q2 (:2ok)

X

0.4

X

0.6

X

0.8

X

1.0

X

1.2

X

f +
(q

2
)

X

EOS v0.2.6

X

}i kfRfy

X

}i jfkfR

X

G�iiB+2

X

6EEJ kyy3

X

:Ep. kyR3

XX

�15

X

�10

X

�5

X

0

X

5

X

10

X
q2 (:2ok)

X

0.4

X

0.5

X

0.6

X

0.7

X

0.8

X

0.9

X

1.0

X

f 0
(q

2
)

X

EOS v0.2.6

X

}i kfRfy

X

}i jfkfR

X

G�iiB+2

X

:Ep. kyR3

XX

�15

X

�10

X

�5

X

0

X

5

X

10

X
q2 (:2ok)

X

0.2

X

0.4

X

0.6

X

0.8

X

1.0

X

1.2

X

1.4

X

f T
(q

2
)

X

EOS v0.2.6

X

}i kfRfy

X

}i jfkfR

X

:Ep. kyR3

XX

�15

X

�10

X

�5

X

0

X

5

X

10

X
q2 (:2ok)

X

0.2

X

0.4

X

0.6

X

0.8

X

1.0

X

1.2

X

1.4

X

V
(q

2
)

X

EOS v0.2.6

X

}i kfRfy

X

}i jfkfR

X

6EEJ kyy3

X

:Ep. kyR3

XX

�15

X

�10

X

�5

X

0

X

5

X

10

X
q2 (:2ok)

X

0.2

X

0.4

X

0.6

X

0.8

X

1.0

X

1.2

X

1.4

X

A
0
(q

2
)

X

EOS v0.2.6

X

}i kfRfy

X

}i jfkfR

X

:Ep. kyR3

XX

�15

X

�10

X

�5

X

0

X

5

X

10

X
q2 (:2ok)

X

0.3

X

0.4

X

0.5

X

0.6

X

0.7

X

0.8

X

0.9

X

1.0

X

A
1
(q

2
)

X

EOS v0.2.6

X

}i kfRfy

X

}i jfkfR

X

G�iiB+2

X

6EEJ kyy3

X

:Ep. kyR3

XX

�15

X

�10

X

�5

X

0

X

5

X

10

X
q2 (:2ok)

X

0.2

X

0.3

X

0.4

X

0.5

X

0.6

X

0.7

X

0.8

X

0.9

X

1.0

X

A
2
(q

2
)

X

EOS v0.2.6

X

}i kfRfy

X

}i jfkfR

X

6EEJ kyy3

X

:Ep. kyR3

XX

�15

X

�10

X

�5

X

0

X

5

X

10

X
q2 (:2ok)

X

0.2

X

0.4

X

0.6

X

0.8

X

1.0

X

1.2

X

T
1
(q

2
)

X

EOS v0.2.6

X

}i kfRfy

X

}i jfkfR

X

:Ep. kyR3

XX

�15

X

�10

X

�5

X

0

X

5

X

10

X
q2 (:2ok)

X

0.3

X

0.4

X

0.5

X

0.6

X

0.7

X

0.8

X

0.9

X

1.0

X

T
2
(q

2
)

X

EOS v0.2.6

X

}i kfRfy

X

}i jfkfR

X

:Ep. kyR3

XX

�15

X

�10

X

�5

X

0

X

5

X

10

X
q2 (:2ok)

X

0.4

X

0.6

X

0.8

X

1.0

X

1.2

X

1.4

X

T
23
(q

2
)

X

EOS v0.2.6

X

}i kfRfy

X

}i jfkfR

X

:Ep. kyR3

FIG. 1. The full set of B̄ ! D(⇤) form factors as a function of q2 are used to showcase our results for the nominal fit model
3/2/1 (orange lines and areas), in comparison to the minimal viable fit model 2/1/0 (light blue lines and areas). For both
models we show the central values and 68% probability envelopes from posterior-predictive distributions of the respective fits.
The lattice constraints used in the fits are shown as green data points. The LCSR constraints used in the fits are shown as
purple data points. The superseded LCSR results not used in the fits are shown as red data points for comparison, only.
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order function f f(1) f 0(1) f 00(1) f 000(1)

1/m0
Q ⇠ +1.00 — �1.14 [�1.32,�0.93] +1.88 [+1.57,+2.52] �3.29 [�5.13,�2.90]

1/m1
Q

�̂2 �0.06 [�0.08,�0.04] �0.00 [�0.02,+0.02] +0.06 [�0.21,+0.16] — —
�̂3 +0.00 — +0.04 [+0.02,+0.06] �0.05 [�0.16,�0.04] — —
⌘̂ +0.60 [+0.44,+0.79] �0.02 [�0.18,+0.18] �0.04 [�0.84,+0.32] — —

1/m2
Q

ˆ̀
1 +0.12 [�0.10,+0.36] �5.78 [�12.5,�0.16] — — — —
ˆ̀
2 �1.89 [�2.26,�1.54] �3.14 [�9.53,+1.31] — — — —
ˆ̀
3 +0.86 [�8.29,+5.17] +0.06 [�2.96,+9.55] — — — —
ˆ̀
4 �2.02 [�3.53,�0.75] �0.05 [�1.88,+1.71] — — — —
ˆ̀
5 +3.79 [+0.16,+5.20] �1.40 [�2.63,+3.26] — — — —
ˆ̀
6 +3.53 [�0.67,+6.43] +0.04 [�3.43,+4.49] — — — —

TABLE II. Best-fit point for the parameters of the 3/2/1 model in a simultaneous fit to theory constraints and all available
experimental measurements. Uncertainty ranges presented here are meant for illustrative purpose only, and should not be
interpreted a standard deviations due to non-Gaussianity of the joint posterior.

polarisation fraction FL in B̄ ! D⇤⌧�⌫̄ decays. We obtain

RD = 0.298± 0.003 , RD⇤ = 0.247± 0.006 ,

PD
⌧ = 0.321± 0.003 , �PD⇤

⌧ = 0.488± 0.018 ,

FL = 0.470± 0.012 .

(11)

We also produce posterior-predictive distributions for the B̄ ! D(⇤)
{e�, µ�

}⌫̄ branching ratios for both of our fit
models. Their summaries in form of mean value, standard deviations and correlations are collected in table III.

B. Challenging measurements and extraction of |Vcb|

We apply the form factors obtained in the previous subsection to the available experimental information to perform
phenomenological studies with high accuracy. Specifically, we confront our predictions with the measured spectral
information and extract |Vcb|, assuming the SM. Our extraction of |Vcb| to subsubleading power in the HQE is the
first of its kind.

The publicly available experimental results are B̄ ! D(⇤)`�⌫̄ kinematical distributions published by the Belle collab-
oration [2–4] and the world averages for the branching fractions [1]. The B̄ ! D`�⌫̄ distribution PD(w) from ref. [2],
and the four B̄ ! D⇤`�⌫̄ distributions PD⇤(w), PD⇤(�), PD⇤(cos ✓D⇤), and P (cos ✓`) from ref. [3]3 are unfolded of
detector e↵ects by the Belle collaboration. The data presented in ref. [4] are still folded, and the necessary information
for the unfolding process is provided in the publication.

In a first step, we compare in figure 2 our posterior predictions for the kinematical PDFs with the experimental
results. Both of our fit models yield visually indistinguishable posterior predictions for the three angular distributions
P (�), P (cos ✓`) and P (cos ✓D⇤) in B̄ ! D⇤

{e�, µ�
}⌫̄. The agreement between our predictions and the experimental

measurements for P (cos ✓`) is visibly worse than the excellent agreement for the remaining two angular distributions.
However, we find that our predictions for these three distributions are considerably more precise than the experimental
results. We therefore conclude that the latter do not further constrain the form factor parameters within our two
models; we hence abstain from using them in the following. However, we find that the results for the distributions
PD(w) and PD⇤(w) do have the potential to further constrain the form factor parameters.

In a second step, we fit the HQE expressions for the form factors simultaneously to the previously discussed theory
constraints and di↵erent sets of publicly available experimental results for PD(w) and PD⇤(w). These sets are: only
PD⇤(w) from the 2017 data, only PD⇤(w) from the 2018 data, and the combination of all experimental results for
PD(⇤)(w). For all these sets we find that the simultaneous fits show excellent agreement between the theoretical

3 Note that these results are still preliminary and a new analysis of the data is ongoing.
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models; we hence abstain from using them in the following. However, we find that the results for the distributions
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FIG. 1. The full set of B̄ ! D(⇤) form factors as a function of q2 are used to showcase our results for the nominal fit model
3/2/1 (orange lines and areas), in comparison to the minimal viable fit model 2/1/0 (light blue lines and areas). For both
models we show the central values and 68% probability envelopes from posterior-predictive distributions of the respective fits.
The lattice constraints used in the fits are shown as green data points. The LCSR constraints used in the fits are shown as
purple data points. The superseded LCSR results not used in the fits are shown as red data points for comparison, only.
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Preliminary BLPRXP Fit using the  expansion|kmuck | /ΛQCD

��� ��� ��� ��� ��� ����

�

��

��

��

��

��

��

��

�

�
Γ(
�
→
�
�ν

�)
/�

�
[�
�-

��
�
��

]

��� ��� ��� ��� ��� ����
��
��
��
��
��
��
��
��

�

�
Γ(
�
→
�

*
�ν

�)
/�

�
[�
�-

��
�
��

]

��� ��� ��� ��� ��� ����
��
��
��
��
��
��
��
��

�

�
Γ(
�
→
�

*
�ν

�)
/�

�
[�
�-

��
�
��

]

D

D*

D*

Belle “tagged”

Phys. Rev. D 93, 032006 (2016)

Belle prel. “tagged”

BELLE-CONF-1612, arXiv:1702.01521

Belle “untagged”

Phys. Rev. D 100, 052007 (2019)

���� ���� ���� ���� ����
���

���

���

���

���

���

�

� +
(�

)

���� ���� ���� ���� ����
����

����

����

����

����

�

� �
(�

)

f+ f0

FNAL Lattice D

Phys. Rev. D 92, 034506 (2015)

FNAL Lattice D

Phys. Rev. D 92, 034506 (2015)

1/m2
c

1/mb,c

*
* 

* = additional IW parameters that enter in the expansion

Lw�1 + 1/m2
c Lw�1+SR + 1/m2

c

�2
32.6 40.4
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|Vcb|⇥ 10
3

38.5± 0.6 39.0± 0.6

⇢̄2⇤ 1.49± 0.56 0.84± 0.23

�̂2(1) 1.00± 0.37 �0.06± 0.02

�̂0
2(1) �0.90± 0.28 �0.01± 0.02

�̂0
3(1) 0.36± 0.13 0.03± 0.01

⌘(1) 0.29± 0.03 0.29± 0.03

⌘0(1) (0) �0.06± 0.09

�̂0
1(1) �0.10± 0.97 �0.52± 0.32

�̂0
1(1) �0.34± 0.34 �0.54± 0.25
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Preliminary BLPRXP   SM Predictionsℛ(D(*))

Scenario R(D) R(D⇤
) Correlation

Lw�1 0.298± 0.003 0.261± 0.004 19%

Lw�1+SR 0.299± 0.003 0.257± 0.003 44%

Lw�1 0.294± 0.003 0.253± 0.002 -18%

Lw�1+SR 0.298± 0.003 0.251± 0.001 22%

Lw�1 + 1/m2
c 0.293± 0.003 0.256± 0.003 8%

Lw�1+SR + 1/m2
c 0.299± 0.004 0.252± 0.002 43%

Data (HFLAV) 0.340± 0.030 0.295± 0.014 �38%

TABLE I. The R(D) and R(D⇤
) predictions for our fit scenarios, the world average of the data,

and other theory predictions. The fit scenarios are described in the text and in Table ??. The bold

numbers are our most precise predictions.

Scenario R(D) R(D⇤
) Correlation

Lw�1 0.294± 0.003 0.253± 0.002 -18%

Lw�1+SR 0.298± 0.003 0.251± 0.001 22%

Lw�1 + 1/m2
c 0.293± 0.003 0.256± 0.003 8%

Lw�1+SR + 1/m2
c 0.299± 0.004 0.252± 0.002 43%

Data (HFLAV) 0.340± 0.030 0.295± 0.014 �38%

TABLE II. The R(D) and R(D⇤
) predictions for our fit scenarios, the world average of the data,

and other theory predictions. The fit scenarios are described in the text and in Table ??. The bold

numbers are our most precise predictions.
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New! FNAL D* Lattice Results

34
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FIG. 12. Comparison between our fits to lattice data using BGL and the improved CLN parametrization. We show hA1 on the
left and R0 on the right. The di↵erences between BGL and CLN are mild for hA1 , at least in the region where there are data.
In contrast, the improved CLN fit to R0 shows large tensions with the lattice data.

FIG. 13. Comparison between our fits to lattice data using BGL and the improved CLN parametrization. Here we show R1 on
the left and R2 on the right. In this case, the fit to the R1 data looks acceptable in both cases, but the CLN fit to R2 shows
large di↵erences with the data.
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We can also test the validity of the light cone sum rules (LCSR), often employed to constrain the form factors at
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B!D(⇤)`n form factors from lattice QCD with relativistic heavy quarks T. Kaneko
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Figure 3: Form factor ratios R1 (left panel) and R2 (right panel) as a function of w. The symbols show our
data at simulation points. The pale and dark shaded green bands show the results of the recent BGL fits with
the standard and strong unitarity bounds [7], whereas the purple band is from the CLN fit [6]. We also plot
the NLO HQET prediction by the dot-dashed line.

demonstrates that we can estimate dG/dw with an accuracy comparable to experiments, and also
shows a reasonable agreement between our and experimental data.

A ratio hA1/ f+, where f+ is the vector form factor for B!D`n , is also an important quantity,
since the CLN parametrization of hA1 is derived from this ratio in NLO HQET and a dispersive
parametrization of f+ [27]. The right panel of Fig. 4 shows a reasonable agreement in the w depen-
dence between HQET and lattice QCD. While there is a ⇠10 % difference in the normalization,
this does not necessarily lead to the |Vcb| tension, since hA1(1) is absorbed into the overall factor of
dG/dw, which is treated as a fit parameter in the |Vcb| determination.

5. Summary

In this article, we report on our studies of the B!D(⇤)`n decays. The relevant form factors
are precisely determined by simulating multiple values of the source-sink separation. While the
systematics of the continuum and chiral extrapolation are under investigation, it is expected to be
reasonably controllable due to the mild parametric dependence of the form factors.
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Figure 4: Left panel: B!D⇤`n differential decay rate dG/dw as a function of w. Symbols are estimated
from our data at simulation points, whereas the orange band shows Belle data [8]. We assume |Vcb| from
B!D⇤`n [1] to estimate dG/dw. Right panel: hA1/ f+ as a function of w. Our lattice result and the NLO
HQET prediction are plotted by the green and black bands,respectively.
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different lattice spacings and physical masses

JLQCD: arXiv:1912.11770
FNAL/MILC: arXiv:2105.14019
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New results from FNAL/MILC on  form factors  [FNAL/MILC: arXiv:2105.14019]B → D*

 captures HQET dependence well; can try to include it into 
fit and compare  predictions
hA1

R1/2(w)
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problem has no significant impact on our results for either |Vcb| or R(D⇤) (form factors from the |Vcb| fit). Thus, an
improvement in the presentation of the data from both collaborations would be very welcome.

Another benefit of the knowledge of all the form factors at nonzero recoil is the possibility of calculating R(D⇤)
from first principles. Our result

R(D⇤)Lat = 0.265± 0.013 (6.2)

reaches a similar precision to that of the B ! D`⌫ analysis for R(D). Even though our calculation of R(D⇤) involves
integrals of extrapolated quantities with large errors, the combined error is relatively small due to the large correlations
between B(B ! D⇤⌧⌫) and B(B ! D⇤`⌫). In this case, the form factor that enter only in the determination of the
decay to a ⌧ was computed with lattice input only. We have also calculated a more precise value using form factors
from the |Vcb| fit, R(D⇤)Lat+Exp = 0.2483(13). Our preferred SM value is the one given in Eq. (6.2), which comes
exclusively from lattice QCD and avoids any experimental decay-rate input.

The result in Eq. (6.2) confirms previous theoretical estimates of R(D⇤), as well as the current tension between
the SM and experiment in the R(D)-R(D⇤) plane. Recent experimental determinations of R(D⇤) tend to reduce the
tension, however. In fact, before Belle published results from their untagged dataset [29], the tension was as large
as 4�, but the newest analysis has reduced it to 3�, and remaining tensions come mainly because of the influence of
the BaBar R(D) result [108]. An updated measurement of R(D) could cast some light on the current tensions. Also,
future high precision experimental data from Belle II and LHCb are bound to become critical to determine whether
these quantities will agree with the SM in the end.

Together with more precise experimental measurements, lattice-QCD form factors with a reduced uncertainty will
also be crucial for shedding light to this theory-experiment tension, as well as to the exclusive-inclusive tension in the
determination of |Vcb|. We expect to reduce the uncertainties in the form factors at nonzero recoil in future work,
the first of which is already in progress at the time of this publication. The main sources of uncertainty in this work
come from statistics and the quark discretization errors. An improvement in this area will require a modification
in both the light and the heavy-quark actions to allow for smaller systematics. Chiral-extrapolation errors can be
reduced by using a better discretization for light quarks and lighter pion masses, although we do not expect a large
improvement from a lighter pion because the D⇤ becomes unstable for physical pion mass. Another area where we can
reduce errors is the renormalization, by using a nonperturbative calculation of the renormalization factors. Further
validation of our lattice-QCD result will come with independent analyses currently in progress by other lattice-QCD
collaborations [109]. Similar improvements, with an expected reduction of errors, can be applied to our calculation of
B ! D`⌫ form factors at nonzero recoil [53]. A correlated analysis of both decays will allow a correlated determination
of R(D) and R(D⇤) that could provide tighter theoretical constraints.

In this work, we also studied the impact of using an improved CLN parametrization to describe the shape of the
form factors. Instead of using the fixed coe�cients published in Ref. [8], we employ the full covariance matrix that
relates the slope and curvature coe�cients of the reference form factor using data from the original CLN paper [8],
and pass this information as priors to a CLN fit. We also compute the errors in the cubic coe�cient, and update
the values of the ratios with respect to the reference form factor with values coming from one of the latest HQET
calculations [15], assuming a 20% error on each coe�cient. Our updated CLN parametrization gives a very similar
central value and error bar, compared with that of the BGL parametrization, but the quality of fit decreases greatly
when the lattice-QCD data are included. CLN is very restrictive with the shape of certain form factors, and because the
lattice-QCD data have relatively small errors, they introduce serious constraints in the parametrization. Our results
reinforces the current consensus of the community [91] to abandon CLN in favor of the more flexible and rigorous
BGL parametrization. The impact of using improved HQE parametrizations, such as the one in Refs. [95–97], should
be nevertheless investigated.
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Scenario R(D) R(D⇤
) Correlation

Lw�1 0.298± 0.003 0.261± 0.004 19%

Lw�1+SR 0.299± 0.003 0.257± 0.003 44%

Lw�1 0.294± 0.003 0.253± 0.002 -18%

Lw�1+SR 0.298± 0.003 0.251± 0.001 22%

Lw�1 + 1/m2
c 0.293± 0.003 0.256± 0.003 8%

Lw�1+SR + 1/m2
c 0.299± 0.004 0.252± 0.002 43%

Data (HFLAV) 0.340± 0.030 0.295± 0.014 �38%

TABLE I. The R(D) and R(D⇤
) predictions for our fit scenarios, the world average of the data,

and other theory predictions. The fit scenarios are described in the text and in Table ??. The bold

numbers are our most precise predictions.

Scenario R(D) R(D⇤
) Correlation

Lw�1 0.294± 0.003 0.253± 0.002 -18%

Lw�1+SR 0.298± 0.003 0.251± 0.001 22%

Lw�1 + 1/m2
c 0.293± 0.003 0.256± 0.003 8%

Lw�1+SR + 1/m2
c 0.299± 0.004 0.252± 0.002 43%

Data (HFLAV) 0.340± 0.030 0.295± 0.014 �38%

TABLE II. The R(D) and R(D⇤
) predictions for our fit scenarios, the world average of the data,

and other theory predictions. The fit scenarios are described in the text and in Table ??. The bold

numbers are our most precise predictions.

Scenario R(D) R(D⇤
) Correlation

Lw�1 + 1/m2
c 0.293± 0.003 0.256± 0.003 8%

Lw�1+SR + 1/m2
c 0.299± 0.004 0.252± 0.002 43%

TABLE III. The R(D) and R(D⇤
) predictions for our fit scenarios, the world average of the data,

and other theory predictions. The fit scenarios are described in the text and in Table ??. The bold

numbers are our most precise predictions.
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Lattice prediction:
FNAL/MILC: arXiv:2105.14019

This work (preliminary)

See also BGL fit to BaBar Data
Phys. Rev. Lett. 123, 091801 (2019)
and studies of Belle untagged D* spectrum
 Phys. Rev. D 103, 073005 (2021)

fits to lattice data
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Prediction with new 

FNAL hA1

The 1S scheme defines m1S
b as half of the perturbatively computed ⌥(1S) mass. It is

related to the pole mass as m1S
b = mb (1 � 2↵2

s/9 + . . .) [40–42], so that we may treat the

pole mass as the function mb(m1S
b ) = m1S

b (1 + 2↵2
s/9 + . . .). Neglecting higher order terms,

as done throughout this paper, is a good approximation in all cases where they are known,

including the evaluation of R1,2 [22]. We adopt the inputs [45],

m1S
b = (4.71± 0.05)GeV , �mbc = mb �mc = (3.40± 0.02)GeV , (24)

from fits to inclusive B ! Xcl⌫̄ spectra and other determinations of m1S
b . We eliminate mc

using mc = mb(m1S
b )� �mbc, and extract ⇤̄ via

⇤̄ = mB �mb(m
1S
b ) + �1/(2m

1S
b ) . (25)

Here mB = (mB + 3mB⇤)/4 ' 5.313GeV is the spin-averaged meson mass, and we use

�1 = �0.3GeV2 [45]. Enforcing the cancellation of the leading renormalon is equivalent to

using mb(m1S
b ) ! m1S

b everywhere in Eqs. (14) and (15), except in the ⇤̄/mc,b terms that

are not multiplied by subleading Isgur-Wise functions.

We match the QCD and HQET theories at scale µ2 = mbmc, corresponding to ↵s ' 0.26.

The 1S scheme then yields, for example, the following SM predictions for R1,2(1)

R1(1) ' 1.34� 0.12 ⌘(1) ,

R2(1) ' 0.98� 0.42 ⌘(1)� 0.54 �̂2(1) . (26)

For R0
1,2(1) we obtain

R0
1(1) ' �0.15 + 0.06 ⌘(1)� 0.12 ⌘0(1) ,

R0
2(1) ' 0.01� 0.54 �̂0

2(1) + 0.21 ⌘(1)� 0.42 ⌘0(1) . (27)

For completeness, the similar relations for R0,3 are

R3(1) ' 1.19� 0.26 ⌘(1)� 1.20 �̂2(1) ,

R0(1) ' 1.09 + 0.25 ⌘(1) ,

R0
3(1) ' �0.08� 1.20 �̂0

2(1) + 0.13 ⌘(1)� 0.26 ⌘0(1) ,

R0
0(1) ' �0.18 + 0.87 �̂2(1) + 0.06 ⌘(1) + 0.25 ⌘0(1) . (28)
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To explain FNAL/MILC need 

negative η(1), ̂χ 2(1)

HQET prediction:

Δχ2 = 2.3

+ 1 /mc2 terms

LFNAL D* hA1
w≥1 + SR + 1/m2

c

Included 

in Fit
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Summary & Outlook 
Preliminary first results to update 
BLPR to 𝒪(1/mc,b,1/m2

c , αs) → BLPRXP

Strategy: exploring if reduce large number of sub-
leading IW functions with novel expansion can be 
obtained

from simultaneous fit to Belle tagged D, tagged 
+ untagged D*, FNAL/MILC D + hA1 D*, QCDSR

→ leverages D + D* exp. + lattice information
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Updated preliminary  SM predictions 
(using all directly measured D/D* w-spectra to date)

ℛ(D(*))

M. Bordone, N. Gubernari, D. v. Dyk, M. Jung, EPJC vol 80, 74 (2020)

LFNAL D* hA1
w≥1 + SR + 1/m2

c

HFLAV World Average

Δχ2 = 1.0

Combines information from Belle D / D* meas. 
FNAL D (full), FNAL D* hA1, with and w/o QCD sum rules

~3.7 σ

Δχ2 = 2.3

Plan to include also BaBar synthetic data

Full FNAL / MILC D*

LFNAL D* hA1
w≥1 + 1/m2

c

ℛ(D) = 0.299 ± 0.004
ℛ(D*) = 0.252 ± 0.002

ρ = 0.38

ℛ(D) = 0.293 ± 0.003
ℛ(D*) = 0.256 ± 0.003

ρ = 0.08LFNAL D* hA1
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