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Abstract6

7

Multiparton interactions and collective behaviour are studied in high-multiplicity8

ep photoproduction at a centre-of-mass energy
√
s = 318GeV with the ZEUS de-9

tector at HERA. In contrast to point-like deep inelastic scattering, photoproduction10

refers to the exchange of quasi-real photons with an extended partonic substructure.11

Multiple distinct 2 → 2 partonic scatterings can therefore occur as in high-energy12

hadronic collisions. Measurements are made of two- and four-particle azimuthal cor-13

relations, multiplicity, transverse momentum, and pseudorapidity distributions for14

event multiplicities Nch ≥ 20. The observed correlations in photoproduction do15

not indicate signi�cant collective behaviour like those observed in high multiplicity16

hadronic collisions at RHIC and the LHC. Comparisons to PYTHIA predictions are17

made and provide a strong indication of between two and four multiparton interac-18

tions on average.19
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1 Introduction68

To be written for the paper and copied here...69

2 ZEUS detector70

The primary components of the ZEUS detector used in this analysis are the Central71

Tracking Detector (CTD), the Micro Vertex Detector (MVD), Barrel Calorimeter (BCAL),72

and Rear Calorimeter (RCAL). The CTD and MVD are enclosed within a 1.43 T thin73

superconducting solenoidal magnetic �eld.74

FCAL CTD MVD BCAL Solenoid RCAL

Figure 1: ZEUS detector pic 1

The CTD is the primary tracking detector providing tracking for polar angles between 15◦75

(η = 2.03) and 164◦ (η = −1.96). The inner active radius is 18.2 cm and the outer active76

radius is 79.4. The physical radial extent for the inner and outer ends is 16.2 and 85 cm,77

respectively. Within the drift volume of the CTD there are 9 superlayers which alternate78

between axial and stereo types (5 axial, 4 stereo).79

The MVD is composed of two components: the Barrel MVD (BMVD) and the Forward80

MVD (FMVD). The BMVD is composed of three silicon strip layers. Each layer is further81

composed of two joined r-φ and r-z planes to reconstruct the 2D coordinates of the travers-82

ing particle. Tracking with the BMVD with all three layers covers the approximate polar83
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Figure 2: ZEUS detector pic 2

interval between 21.6◦ (η = 1.65) and 158◦ (η = 1.66). The FMVD is composed of four84

wheels sequentially placed longitudinally. Similar to the BMVD, each wheel is composed85

of two joined planes with silicon strips aligned in di�erent directions such that together86

they determine the 2D coordinate of the traversing particle. The FMVD can extend the87

tracking down to about 7◦ (η = 2.8).88

The BCAL and RCAL are used to measure the energy of the scattered lepton. There is89

also a FCAL but this is not used for our analysis. All three calorimeters are depleted90

Uranium calorimeters. In Fig 2, BAC stands for backing calorimeter and is not used in91

this analysis.92
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3 Analysis method93

The main analysis is performed at high multiplicity, which we de�ne as Nch ≥94

20, due to an unavoidably large trigger bias to inclusive PhP at low multiplicity.95

All �gures correspond to high multiplicity unless otherwise indicated.96

3.1 cn{2} correlation functions97

In heavy-ion collisions, particle correlations in the transverse plane are often used to probe98

the dynamics of the produced medium. In general, the transverse energy-density distri-99

bution within the collision zone is non-uniform and its shape �uctuates event-by-event.100

A development of a �nal state anisotropy along any of the common planes of symmetry101

(Ψm) in the initial state signi�es the emergence of a collectivity. The azimuthal part of the102

momentum spectrum with respect to the common symmetry planes is usually expanded103

in a Fourier series [1�5]:104

E
d3N

d3p
=

1

2π

d2N

pT dpT dy

[
1 + 2

∞∑
n=1

vn{m} cos [n(ϕ−Ψm)]

]
. (1)

The Fourier coe�cients, vn{m}, quantify the degree of asymmetric particle production105

relative to Ψm. In the idealized case of a non-central collision between two spherical nuclei,106

the plane formed by the impact parameter and beam direction�the reaction plane�is a107

clear example of a symmetry plane. The resulting overlap zone is close to ellipsoidal, which108

leads to the second harmonic coe�cient v2 to be the dominant and the most studied in109

heavy-ion collisions. Higher harmonics are also important as they are sensitive to, or110

dominated by (in case of odd harmonics), �uctuations of the energy density in the overlap111

region of the nuclei.112

According to Eq. (1), the coe�cients vn{m} are related to each symmetry plane m by113

vn{m} = 〈cos [n(ϕ−Ψm)]〉 , (2)

where the average goes over all particles in all events. For the case of n = m, one can114

extract vn{n} through the measurement of a two-particle correlation:115

cn{2} = 〈cos [n(ϕ1 − ϕ2)]〉 , (3)

with azimuthal angles ϕ1 and ϕ2. This equation coincides with that of the two-particle116

cumulant Fourier analysis [6]. In the case of correlated particle production only via117

Eq. (1), cn{2} is related to vn{n} as118

v2n{n} ≈ cn{2}. (4)
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Figure 3: Sample event topologies in the transverse plane to illustrate positive cn{2} for
the �rst four harmonics. The collision vertex is shown in red and the particle trajectories
are shown with arrows. In each of the four panels, the value cn{2} for the dominant
harmonic is shown while the others are in general non-zero. For instance, in the directed
asymmetry panel, all cn{2} are greater than zero. For the elliptic asymmetry panel, c1{2}
< 0.

The form of Eq. (3) is convenient in that the symmetry-planes need not be explicitly de-119

termined. Interpretation of the cn{2} correlations in terms of vn{n} coe�cients via Eq. (4)120

is complicated by contributions from other correlations unrelated to the symmetry plane.121

In two-particle correlation analyses they can be suppressed by requiring a su�ciently large122

pair separation in rapidity.123

The two-particle correlation functions reported in this paper, is given by124

cn{2} =
Nev∑
e

[
Nrec∑
i,j>i

w
(2)
ij cos [n(ϕi − ϕj)]

]
e

/
Nev∑
e

[
Nrec∑
i,j>i

w
(2)
ij

]
e

, (5)

where the �rst sum over e is performed for all events, Nev, and the sums over i and j125

run over the reconstructed tracks passing the track selection criteria in the event, Nrec.126

The correction factor for non-uniform acceptance is given by w
(2)
ij and is described in127

Sec. 12.1.128

Each harmonic of cn{2} characterises a di�erent type of event topology as illustrated in129

Fig. 3.130
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We also measure four-particle cumulant correlations, cn{4}, which are de�ned as [6]:131

cn{4} = 〈cos (n(ϕ1 + ϕ2 − ϕ3 − ϕ4))〉 − 2 〈cos (n(ϕ1 − ϕ3))〉 〈cos (n(ϕ2 − ϕ4))〉 . (6)

The angled brackets denote an average �rst over all particles in an event followed by132

an average over all events. Four-particle cumulants are de�ned such that two-particle133

�direct" correlations, i.e. correlations arising from two-body resonance decays are explicitly134

subtracted o�, leaving a contribution from genuine four-particle correlations. Due to this135

feature, they are a more robust probe of the collective behaviour. They are measured as a136

function of the pT of the so-called particle-of-interest (POI), which is just the pT associated137

with particle 1 in Eq.6.138

It is known [7] from previous studies that four-particle cumulant measurements can be139

biased when integrating over a wide multiplicity bin, as we do in this analysis. To minimize140

this bias, we apply event weights to the averages in Eq.6, which are given by the number141

of pair and quadruplet combinations: N(N − 1) and N(N − 1)(N − 2)(N − 3).142

In this analysis we present measurements of the two- and four-particle correlation function143

for the �rst two harmonics for Nch ≥ 20 projected against Q2, pseudo-rapidity di�erence144

∆η = |η1 − η2|, mean transverse momentum 〈pT〉 = (pT,1 + pT,2)/2, and pT POI for145

four-particle correlations.146

3.2 ∆η −∆ϕ correlation function and event mixing147

Two-particle correlations are also shown as a 3-dimensional histogram projected against148

∆η and ∆ϕ. The correlation function in this case is:149

C(∆η,∆ϕ) =
S(∆η,∆ϕ)

B(∆η,∆ϕ)
, (7)

where the pair distributions are formed by taking the �rst particle from a given event and150

other from either the same- or mixed-event with similar values of Nch and Z-vertex posi-151

tion. The pair distributions are given by S(∆η,∆ϕ) = N same
pairs (∆η,∆ϕ) and B(∆η,∆ϕ) =152

Nmixed
pairs (∆η,∆ϕ), respectively. The S distribution is corrected with wij while B is corrected153

with wiwj. Both distributions are self-normalized before division. Events are mixed if they154

are similar enough in multiplicity and Z-vertex position (Vz). Events for mixing are binned155

10 wide in Nrec (0 to 10, 10 to 20,...) and 15 cm wide in Vz (-30 to -15, -15 to 0,...).156

4 Data & MC samples157

The measurement is based on data collected with the ZEUS detector at the HERA collider158

during the period 2003�2007 (HERA II) where an electron beam of energy 27.5 GeV159
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collided with a proton beam of 920 GeV. The integrated luminosity was 430 pb1 for e-p160

centre-of-mass energies of 318 GeV. Photoproduction events are the main subject of this161

analysis although DIS is also studied. The real data samples and corresponding statistics162

for the PhP event sample are shown in Tab 1163

164

Dataset All events T T+V+O PhP (DIS) T+V+O+Nch > 20 PhP (DIS)

03p 3.7 M 0.99 M 0.27 M (0.2) 0.031 M (0.001)

04p 47.5 12.6 3.7 (4.7) 0.455 (0.019)

05e 130.0 43.9 14.8 (16.4) 1.972 (0.082)

06e 44.2 13.4 4.5 (7.0) 0.726 (0.034)

06p 86.6 26.3 9.3 (11.8) 1.402 (0.053)

07p 41.2 11.1 3.7 (5.4) 0.524 (0.022)

Total 353.2 M 108.3 M 36.3 (45.5) 5.110 M (0.211)

165

Table 1: Real data samples and event tallies for the PhP (DIS) analysis. The analyzed
real data samples and number of events. T = Trigger selections, V = Vertex cuts, O =
O�ine cuts. v08b orange nTuples used.166

The Pythia PhP light-�avor jet dataset (MC Q2 < 2) was the MC dataset used for167

e�ciency and trigger bias corrections. Both the direct and resolved components were168

summed together. The MC data samples and corresponding statistics are shown in Tab169

2.170

171

Dataset and code names All events T T+V+O T+V+O+Nch > 20

light-�avor jet 0304p

cny324, cnx324, cnw324, cn3z24 128.2 M 14.2 M 8.9 M 1.0 M

light-�avor jet 05e

dsmr25 121.4 14.0 8.9 0.9

light-�avor jet 06e

etrr26 149.5 17.3 11.1 1.3

light-�avor jet 0607p

�w627 195.5 22.7 14.4 1.5

Total 594.6 M 68.2 M 43.3 M 4.7 M

172

Table 2: The analyzed Pythia light-�avor jet PhP MC samples and number of events.
MC Q2 < 2. Both direct and resolved components were summed together. T = Trigger
selections, V = Vertex cuts, O = O�ine cuts. v08b orange nTuples used.173
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Ariadne and Lepto DIS generators were used to correct the DIS part of this analysis. The174

statistics from each were similar and given in Tab.3.175

Dataset All events After DIS trigger After all cuts

Ariadne 0304p 18.2 M 12.3 M 10.0 M

Ariadne 05e 60.4 40.6 31.4

Ariadne 06e 23.9 15.9 13.0

Ariadne 0607p 62.0 41.4 33.7

Total 164.5 M 110.2 M 88.1 M

176

Table 3: The analyzed Ariadne nondi�ractive MC data samples and number of
events. Technical dataset name Ariadne_Low_Q2_NC_DIS. Lepto nondi�ractive
MC data has the nearly the same statistics. Technical dataset name for that is
Lepto_low_Q2_NC_DIS. v08b orange nTuples used.177

4.1 ROOT version178

The analysis is performed using root 6.22/02 on naf-zeus12 (CENT OS 7). The previous179

analysis of two-particle correlations in DIS was performed using root 5.34 on naf-zeus11180

(CENT OS 6). As a test, we compared a few sample histograms (Nrec, pT, η, c1{2} versus181

∆η ) obtained using the two mentioned setups and con�rm that the histogram contents182

were identical.183

5 Event selection in reconstructed data184

5.1 Triggers185

We start by stating that there is no ZEUS trigger available to obtain an inclusive PhP data186

sample. We investigate which subset of the available TLT triggers allow us to obtain a least187

biased sample and how such a bias can be estimated and corrected. To illustrate the bias,188

in Fig. 4 we show an MC event from the light-�avor jet PhP sample at high multiplicity189

(Ngen =15, de�ned in Sec. 8.1) but which does not �re a single TLT. ZEUS triggers190

were primarily designed to study perturbative processes such as jets and heavy-�avor191

production. Being such, soft events which have no structures resembling the said processes192

will not �re any available TLT. This has the unfortunate consequence of rejecting many193

soft high multiplicity events, which are the events of interest in this analysis. Nevertheless,194

such soft events sometimes accidentally �re a TLT and it is those which we seek to study.195
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Figure 4: Zevis event display of a MC PhP high multiplicity event which did not �re any
TLT. Ngen =15. Light-�avor jet 0607p. Red tracks are primary.

We are mostly interested in high multiplicity events where soft physics dominate. To de-196

termine which third-level-triggers (TLTs) to utilize in this analysis we plot the multiplicity197

distributions for each TLT from the HPP, HFL, and EXO trigger groups. They are shown198

in Figs. 5a-5c.199
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Figure 5: HPP, HFL, and EXO trigger rates vs Nrec. All HERA II ZEUS data.

12 14th December 2020 9:54



5.1.1 Trigger bias studies for the top-20200

An ordered list of the top-20 high-multiplicity triggers is shown in Fig. 6.201

The EXO trigger group only appears starting at 10th place in Fig. 6 and so we do not202

further pursue it. A brief description of many of the HPP and HFL TLTs is shown in203

Figs. 7-8.204

Using the top-20 TLTs, we assess the trigger bias on a sample of distributions which will be205

important for our analysis: Nch, c1{2} and c2{2} versus Nch. We compare the distributions206

from MC events which triggered one of the top-20 TLTs to that from reference events. We207

use the light-�avor jet MC sample for this. The reference event sample is formed from208

all MC events which have a reconstructed event satisfying our primary vertex constraint209

(See Sec. 6) and a sinistra electron candidate with Ee < 5GeV. This maximum value for210

the sinistra candidate energy was used early in the analysis to help isolate PhP events.211

Note that the resulting comparison is not an estimate of the full trigger bias212

since our reference sample implicitly requires any TLT to �re. A reconstructed213

vertex is only present for MC events which �re at least one TLT. Nevertheless,214

this type of comparison is valid to judge the relative bias among the top-20215

TLTs. Figures 9-11 show the trigger bias comparisons from the top-20 TLTs in Pythia216

light-�avor jet MC.217
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Figure 6: TLT triggers shown in descending order of number of events at high multiplicity.
Computed from full HERA II ZEUS dataset.
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Figure 7: HPP TLT triggers with many events at high multiplicity. Details can be found
here.
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Figure 8: HFL TLT triggers with many events at high multiplicity. Details can be found
here.
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Figure 9: Ngen
ch distribution trigger bias study in Pythia lfjet 0607p. Pure MC generator

level correlations. This represents a comparison of trigger biases among the TLTs and is
not an absolute estimate of the trigger bias.
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Figure 10: c1{2} trigger bias study in Pythia lfjet 0607p. Pure MC generator level
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18 14th December 2020 9:54



10 20 30 40

0

0.1 
{2

}
2c

HFL 1

triggered

energy+vertex contraint

10 20 30 40

0

0.1 
{2

}
2c

HFL 27

10 20 30 40

0

0.1 
{2

}
2c

EXO 4

10 20 30 40
MC Nch

0

0.1 
{2

}
2c

HFL 6

10 20 30 40

0

0.1
HFL 21

10 20 30 40

0

0.1 HFL 19

10 20 30 40

0

0.1 HFL 9

10 20 30 40
MC Nch

0

0.1
HPP 2

10 20 30 40

0

0.1
HFL 5

10 20 30 40

0

0.1 HFL 28

10 20 30 40

0

0.1
HFL 2

10 20 30 40
MC Nch

0

0.1
HFL 18

10 20 30 40

0

0.1
HPP 4

10 20 30 40

0

0.1
HFL 24

10 20 30 40

0

0.1 HPP 3

10 20 30 40
MC Nch

0

0.1
HPP 12

10 20 30 40

0

0.1
HPP 1

10 20 30 40

0

0.1
EXO 15

10 20 30 40

0

0.1 HPP 28

10 20 30 40
MC Nch

0

0.1
HFL 25

Figure 11: c2{2} trigger bias study in Pythia lfjet 0607p. Pure MC generator level
correlations. This represents a comparison of trigger biases among the TLTs and is not an
absolute estimate of the trigger bias.
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From �g. 11 it is clear that HFL 28 is the least biased TLT from the top-20 in regards to218

c2{2}. It is also one of the least biased in regards to c1{2} and Ngen
ch . For this reason, HFL219

28 was chosen early in this analysis as the sole trigger to use for PhP studies. However,220

now we use an �or" of four of the least biased HFL triggers from the top-20 list: HFL221

1, HFL 5, HFL 21, HFL 28. The choice of additional HFL triggers was made based on222

Fig. 12, where we investigated which TLTs �red when HFL 28 did not �re.

Figure 12: TLTs which �red when HFL 28 did not �re. Nrec > 20.

223

5.1.2 HFL trigger bias to a DIS analysis224

In this section we study the bias of the HFL 1, 5, 21, and 28 to a known inclusive data225

sample, DIS, for which ZEUS possesses both an inclusive data and MC sample. For PhP,226

neither exist. However, as we'll see, much of the bias to our PhP sample induced by our227

trigger selection can be reduced by focusing only on high multiplicity. Figures 13 and228

14 compare the correlations obtained using the standard DIS triggers to an individual229

HFL trigger. O�ine DIS cuts are applied to both. A similar investigation was done by230

applying DIS trigger and o�ine cuts throughout and observing how much the �and� of an231

20 14th December 2020 9:54



10 20 30

0

0.05
 

{2
}

1c
HFL 1

DIS triggers

10 20 30

Nrec

0

0.05

 
{2

}
1c

HFL 21

DIS triggers

10 20 30

0

0.05

HFL 5

DIS triggers

10 20 30

Nrec

0

0.05
HFL 28

DIS triggers

Figure 13: c1{2} obtained with DIS triggers compared to 4 HFL triggers. O�ine DIS
selection applied to both. ZEUS data.

additional HFL trigger changes the correlations. This is shown in Fig. 15 for ZEUS data232

and in Fig. 16 for LEPTO data. From these studies we conclude that the bias caused by233

the HFL triggers to an inclusive DIS sample is su�ciently small above Nrec ∼ 20.234
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Figure 14: c2{2} obtained with DIS triggers compared to 4 HFL triggers. O�ine DIS
selection applied to both. ZEUS data.
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Figure 15: DIS O�ine + DIS triggers applied to all. ZEUS data.
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Figure 16: DIS O�ine + DIS triggers applied to all. LEPTO MC data.

24 14th December 2020 9:54



5.1.3 HFL trigger rates at high multiplicity235

The trigger rates of HFL TLTs in ZEUS data, pythia lfjet PhP MC, and Ariadne DIS MC236

are shown in Figs 17-18.

5 10 15 20 25 30
HFL TLT

0

1000

2000

3000

4000

5000
3

10× Vertex__DATA_TLT_Bits_HFL

Entries      2.2509e+08

Mean    13.65

Std Dev     9.988

Underflow       0

Overflow        0

Integral  2.277e+07

TLT bits, HFL

Figure 17: HFL TLT rates for Nrec > 20 in ZEUS data, 03p to 07p. Fraction of events
which �red HFL 28 ≈ 5%
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Figure 18: HFL TLT rates for Nrec > 20 in PhP and DIS MC.
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5.1.4 Fraction of events with HFL 28238

The least biased trigger at high multiplicity was found to be HFL 28. This trigger only239

existed starting on May 30th 2006. Figure 19 shows the number of events collected by240

ZEUS versus date. The fraction of all events containing HFL 28 is 42%. The fraction of
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Figure 19: Number of events collected versus date. Date is in the formate of ymmdd:
y=1 digit year, mm=2 digit month, dd=2 digit day. HFL 28 present from May 30th 2006
on (60530). In 2006, electron beams were used until the end of June and positron beams
afterwards.

241

events from 2006e containing HFL 28 is 28%.242
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5.2 Trigger selection for DIS and PhP analyses243

DIS trigger name Description orange implementation

DIS01 box cut 12x14, E-pz>30,

Ee>4, prescaled 10

((ibits(Tltw[3], 16 + 0, 1) >

0) && (ibits(Sltw[5], 7 - 1, 1)

> 0))

DIS02 box cut 12x?, E-pz>20,

Ee>4, prescaled 20

(ibits(Tltw[3], 16 + 1, 1) > 0)

DIS03 radius cut 25 cm, E-pz>30,

Ee>4

((ibits(Tltw[3], 16 + 2, 1) >

0) && (ibits(Sltw[5], 7 - 1, 1)

> 0))

DIS04 ((ibits(Tltw[3], 16 + 3, 1) >

0) && (ibits(Sltw[5], 7 - 1, 1)

> 0))

DIS05 ((ibits(Tltw[3], 16 + 4, 1) >

0) && (ibits(Sltw[5], 7 - 1, 1)

> 0))

DIS06 (ibits(Tltw[3], 16 + 5, 1) > 0)

DIS11 ((ibits(Tltw[3], 16 + 10, 1) >

0) && (ibits(Sltw[5], 7 - 1, 1)

> 0))

SPP01 (ibits(Tltw[2], 16 + 0, 1) > 0)

SPP02 (ibits(Tltw[2], 16 + 1, 1) > 0)

SPP03 (ibits(Tltw[2], 16 + 2, 1) > 0)

SPP09 (ibits(Tltw[2], 16 + 8, 1) > 0)

HFL17 (ibits(Tltw[13], 16 + 0, 1) >

0)

HPP31 (ibits(Tltw[11], 16 + 14, 1) >

0)

244

Table 4: DIS triggers used in this analysis. An �or" of these triggers is used.245

PhP oriented trigger name Description orange implementation

HFL01 Charmed hadrons in PhP, Or

of all HFM triggers

ibits(Tltw[9], 16 + 0, 1) > 0

HFL05 inclusive dijets ibits(Tltw[9], 16 + 4, 1) > 0

HFL21 MESON + jets ibits(Tltw[13], 16 + 20, 1) >

0

HFL28 MVD inclusive trigger ibits(Tltw[13], 16 + 27, 1) >

0

246

Table 5: PhP oriented triggers used in this analysis. An �or" of these triggers is used.247
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6 Vertex selection248

Reconstructed events are required to satisfy the following vertex criteria:249

Quantity orange implementation

−30 < Vz < 30 cm | Zvtx | < 30

Vxy < 0.5 cm ((Xvtx - Bspt_x)2 + (Yvtx - Bspt_y)2)1/2

< 0.5

Nvtx tracks > 0 Ntrkvtx > 0

Fraction of tracks associated to primary

vertex > 0.1

Ntrkvtx / Trk_ntracks > 0.1

(Event vertex χ2) / (Nvtx tracks) < 50 Chivtx / Ntrkvtx < 50

250

Table 6: Primary vertex selection criteria. Same as that used in past DIS analysis of
two-particle azimuthal correlations.251
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6.1 O�ine event selection252

For the DIS analysis, the o�ine event cuts are the same as in the previous analysis on253

this subject. They are listed in Sec. 6.1.1. For the PhP analysis, the o�ine event cuts254

are chosen based on the comparisons of PhP and DIS MC for the distributions in Fig. 20.255

Generally, we seek to allow as many PhP events as possible while rejecting as many DIS256

events as possible. It is clear that the sinistra probability distribution shows the clearest257

distinction since DIS events are highly concentrated near 1.0. To make sure that the PhP258

event selection is orthogonal to the DIS one, we choose to place the sinistra probability259

cut at 0.9. The PhP o�ine cuts are listed in Sec. 6.1.2.260

The main analysis is performed at high multiplicity, which we de�ne as Nch ≥261

20, due to an unavoidably large trigger bias to inclusive PhP at low multiplicity.262

All �gures correspond to high multiplicity unless otherwise indicated.263
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Figure 20: Comparisons of the main o�ine event quantities for PHP/DIS event selection.
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6.1.1 DIS o�ine selection264

Event cut and corresponding orange variable Purpose

Scattered electron candidates > 0

Sincand

NC DIS must have a scattered electron

Scattered electron energy > 10 GeV

Siecorr[0][2]

Ensures good electron identi�cation

scattered electron probability > 0.9

Siprob[0]

Ensures high DIS likelihood from the sinistra

neural network algorithm

θe > 1.0

Sith[0]

electron id algorithm does not work in for-

ward direction

Q2 > 5 GeV/c

Siq2el[0]

Lowest value that can be reasonably recon-

structed in HERA II

E − pz:
47 <

∑
Ei(1− cos θi) < 69 GeV

V_h_e_zu - V_h_pz_zu

E is the total energy summed over every cell

in the CAL. pz represents the summed z-

component. If the event is well measured, this

should be given by twice the electron beam

energy (2 × 27.6 = 55.2 GeV) due to energy

and momentum conservation.

scattered electron radial location at entrance

into CAL > 15 cm

(θe < 174◦ = 180− tan−1(15/141))

((Sipos[0][0]+1)2 + (Sipos[0][1])2)1/2

Trigger ine�ciencies become large at small

radii

Remove scattered electrons which entered

calorimeter near the chimney (path for cables

to leave the inner region of ZEUS)

Chimney region given by −10 < x < 10 &&

y > 110 && z < −141

Sipos[0][0], Sipos[0][1], Sipos[0][2]

scattered electron information can be dis-

torted due to extra material in chimney

HES �ducial/CAL crack cut in RCAL:

unwanted region is 5 < x < 11 && y > 0 &&

z < −141 and −15 < x < −9 && y < 0 &&

z < −141

Sipos[0][0], Sipos[0][1], Sipos[0][2]

Remove regions in Hadron-Electron-

Separator which are ine�ective or un-

trustworthy.

0.2 GeV minimum transverse energy in FCAL

within 10◦ cone when there are 0 tracks

Cal_et10, Trk_ntracks

Remove o�-momentum positron background

and di�ractive single e events.

For run numbers (Runnr) greater than 44000,

Mvdtake > 0

Require an acceptable QA for the MVD.

265

Table 7: DIS o�ine event selection266
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Figure 21: E − Pz versus Nrec in pythia light-�avor jet PhP.

6.1.2 PhP o�ine selection267

Event cut and corresponding orange variable Purpose

scattered electron probability < 0.9

Siprob[0]

Ensures low DIS likelihood from the sinistra

neural network algorithm

Scattered electron energy < 15 GeV

Siecorr[0][2]

There should be no high energy electron in

PhP

E − pz:∑
Ei(1− cos θi) < 55 GeV

V_h_e_zu - V_h_pz_zu

PhP events should be void of a high en-

ergy scattered electron. We keep this cut

higher than most other PhP analyses due to

the interesting high-multiplicity inelastic PhP

events at high E − pz (Fig. 21)
For run numbers (Runnr) greater than 44000,

Mvdtake > 0

Require an acceptable QA for the MVD.

268

Table 8: PhP o�ine event selection269

In the PhP part of this analysis, our choice of the E−Pz cut is larger than most other ZEUS270

analyses. In DIS part of this analysis, we restrict ourselves to E − Pz < 47 GeV. Figure271

21 shows E − Pz versus Nrec, which demonstrates that high E − Pz events also contain272

interesting high multiplicity events. As seen in Fig. 22, high E − Pz also correspond to273

high inelasticity events.274
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Figure 22: E − Pz versus inelasticity y in pythia light-�avor jet PhP. Highly inelastic
events occur when the electron deposits most of its energy into the system.
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7 Settings for generating PYTHIA MC275

To form a reference to compare our ZEUS data to, we generate MC events using the276

PYTHIA 8.303 generator. The main �knob" of interest in this analysis is the MPI strength277

given by pT0Ref. The settings we used are shown in Tab. 9.278

Setting type choice(s)

Beams:frameType 2 (CM)

Beams:eA 920 GeV

Beams:eB 27.52 GeV

Beams:idA 2212

Beams:idB 11

PDF:lepton2gamma on (enables photon sub-beam from lepton)

Photon:Q2max 1.0 GeV2

Photon:Wmin 10 GeV

Photon:ProcessType 0 (auto mix of resolved and direct)

PhotonParton:all on or o� (direct component)

SoftQCD:nonDi�ractive on or o� (resolved component)

PartonLevel:MPI on or o� (master switch for MPI)

MultipartonInteractions:pT0Ref 2.5, 3.0, 3.5 4.5 GeV(MPI strength)

ColourReconnection:range 0.0, 1.8 (range in p-space of CR)

279

Table 9: PYTHIA 8.303 settings used to generate PhP MC data.280

At the generated particle level, similar to the light-�avor jet MC sample, particles are281

retained if they satisfy the requirements in Tab. 8.1. About 10 M events with Nch ≥ 20282

are generated for each variation.283

Jets were also reconstructed in order to assess the intrinsic jet bias in the light-�avor jet284

sample. We used the jet �nding algorithms provided by pythia. Concretely: SlowJet(285

power=1, R=1, pTMin=3, etaMax=3, select=2, massSet=2, 0, true). Which corresponds286

to: kT algorithm, ∆R < 1, pTmin > 3, |η| < 3, �nal-state massive particles are used,287

fastJet Core.288

7.1 Number of MPI in PYTHIA289

The number of distinct 2→ 2 initial parton scatterings (nMPI) in pythia can be counted290

event-by-event and is inversely related to the pT0Ref parameter. Figure 23 shows the dis-291

tributions of nMPI for several choices of pT0Ref. The mean values in Fig. 23, 〈nMPI〉,292

together with comparisons to ZEUS data in Sec. 14, forms our estimate of the293

average number of MPI in PhP at high multiplicity.294
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Figure 23: Distribution of the number of MPI (nMPI) in ep PhP PYTHIA for di�erent
settings of pT0Ref.
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8 Track selection295

8.1 MC primary particle de�nition and selection296

Generator level primary particles are selected using information about their particle ID,297

their origin, and their kinematics (pT and η). Our de�nition of primary particles will298

follow the ALICE de�nition https://cds.cern.ch/record/2270008. Primary particles299

are those with a mean proper lifetime τ > 1 cm/c which was produced directly in the300

collision or from a decay of a particle with τ < 1 cm/c. A table of particles with τ > 1301

cm/c is shown in Fig 24. Of the particles in the table, only charged hadrons are selected

Figure 24: List of primary particles.

302

in our analysis. We use the generator information about a particle's mother to reject303

weak decays of long lived particles. Consequently, an Ω± weak decay will be counted as a304

primary at the truth level (denominator of e�ciencies) but since it decays ∼ 2.5 cm from305

the primary vertex, its daughters will typically not pass our track selection criteria in the306

reconstructed pool. Finally, we must reject particles which arose from interactions with307

the ZEUS detector material (UBUF(1) < 0). These are identi�ed with the help of the308

ZEUS ISTHEP number provided in the MC data. The ISTHEP number is explained here309

http://adamo.web.cern.ch/Adamo/zeusddl/FMCZEvt.html and can be decomposed as310

follows:311

FMCKIN_ISTHEP = Tn_ISTHEP× 104 + Generator_ISTHEP (8)

Tn_ISTHEP = Int(UBUF(2))× 103 (9)

+ Int(UBUF(1)) + 500 (10)
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The codes to be extracted from the FMCKIN_ISTHEP are:312

• Generator_ISTHEP: 1 for �nal state particle given by generator. 0 otherwise.313

• UBUF(1) is the parent's MC track index. It is negative for products of interaction314

or showers within the detector material.315

• UBUF(2) gives information on a particles demise. See the above url for a list of316

demise possibilities.317

The selection of generated primary particles is summarized in Tab 8.1318

Quantity orange implementation

primary particle selection Fmck_isthep != 2,3,11.

cτ < 1 cm (mcprt being one of the charged

hadrons in in Fig 24).

Not from decay of long-lived particle

(Fmck_id, Fmck_daug).

UBUF1 >= 0 (Fmck_isthep).

Scattered electron rejection (DIS only) Fmck_id != Idlepton

0.1 < pT < 5 GeV (Fmck_px2 + Fmck_py2)1/2

−1.5 < η < 2 calculated from Fmck_px, Fmck_py,

Fmck_pz

319

320

Table 10: Generator level particle selection321

The total number of generated primary particles is de�ned as Ngen.322
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8.2 Reconstructed track selection323

We select reconstructed tracks as described in Tab 8.2:324

Quantity orange implementation

ZTT tracking type orange.Trk_type = 3

At least 1 hit point in the MVD barrel +

wheels

(Trk_nbr + Trk_nbz + Trk_nwu +

Trk_nwv) > 0

DCA_xy < 2.0 cm Trk_imppar

DCA_z < 2.0 cm |Trk_pca[index][2] - Zvtx|

Reject scattered electron candidate (DIS

only)

Trk_id != Sitrknr[0]

Reject tracks which are within a cone ra-

dius of 0.4 around the scattered electron

candidate: ∆R =
√

∆ϕ2 + ∆η2 > 0.4

(DIS only)

ϕ η calculated from Trk_px, Trk_py,

Trk_pz. Sinistra ϕ and η from Sitrkph[0]

and Sitrkth[0].

0.1 < pT < 5 GeV (Trk_px2 + Trk_py2)1/2

−1.5 < η < 2.0 calculated from Trk_px, Trk_py, Trk_pz

325

326

Table 11: Reconstructed track selection327
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9 Control �gures328

To justify the extraction of e�ciency corrections from the light-�avor jet PhP MC and329

their application to ZEUS PhP data, we compare basic reconstructed event and track330

distributions in data and MC. These are shown in Figs. 25 and 26. Uncorrected correlation331

function comparisons are shown in Fig. 27.332
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Figure 25: Event control �gures. Comparison of raw reconstructed quantities in PhP
data to light-�avor jet MC. All default trigger and o�ine cuts applied. Nrec ≥ 20. MC
distributions normalized to that in data.
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Figure 26: Track control �gures. Comparison of raw reconstructed quantities in PhP
data to light-�avor jet MC. All default trigger and o�ine cuts applied. Nrec ≥ 20. MC
distributions normalized to that in data.
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Figure 27: Correlation function control �gures. Comparison of raw reconstructed quan-
tities in PhP data to light-�avor jet MC. All default trigger and o�ine cuts applied.
Nrec ≥ 20.
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10 DIS contamination studies333

To estimate the DIS contamination to our PhP sample, we consider four factors. The �rst334

is the ratio of DIS to PhP cross-sections in ep collisions, which from other studies is known335

to be about 10%. However, this is a multiplicity integrated estimate and the value at high336

multiplicity is likely di�erent. To estimate a correction at high multiplicity we compare337

the normalized Ngen distributions in DIS and PhP MC and take the ratio of all events with338

Ngen ≥ 20. From Fig. 28 we calculate the ratio to be 0.09. The second factor is the ratio
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genN
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1−10
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Figure 28: Comparison of Ariadne DIS and light-�avor jet PhP Ngen distributions. Each
is normalized to unity.

339

of our cocktail trigger e�ciencies in DIS to PhP. This is estimated using DIS and PhP MC340

by counting the faction of generated events at high multiplicity, Ngen ≥ 20, surviving the341

cocktail trigger. It is about 88% in DIS MC and 50% in PhP MC. We cannot use Nrec for342

this since reconstructed data was not stored in the light-�avor jet MC when no triggers343

were �red. Finally, the third factor using Figs. 29 and 30. PhP o�ine cuts in DIS MC344

leave about 6% of the total DIS population as seen in the projections against Nrec, pT, and345

η in Fig. 29. The PhP o�ine cuts in PhP MC leave about 65% of the PhP population as346

seen in the same projections in Fig. 30. Multiplying all three factors gives us our estimate347

of the DIS contamination to the PhP analysis:348

[relative_cross_sec]× [trigger_e�ciencies]× [o�ine_e�ciencies]

= [0.10× 0.09]× [0.88
0.50

]× [0.06
0.65

] = 0.0015 (11)
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Figure 29: DIS Ariadne distributions after sequential PhP o�ine cuts. Nrec > 20. The
lower sub-panels represent the ratio of vertex + all o�ine cuts to vertex only cuts.

44 14th December 2020 9:54



0.5 0.6 0.7 0.8 0.9 1

210

6
10

 

After Vertex cut

+ After Prob cut

+ After Energy cut

+ After E­Pz cut

0.5 0.6 0.7 0.8 0.9 1

eP

0.6

0.8

A
ll 

c
u

ts
 /

 V
tx

 c
u

t

(a)

0 20 40 60

10

410

5
10

 

After Vertex cut

+ After Prob cut

+ After Energy cut

+ After E­Pz cut

0 20 40 60

eE

0.5

1

A
ll 

c
u

ts
 /

 V
tx

 c
u

t

(b)

0 20 40 60

210

6
10

 

After Vertex cut

+ After Prob cut

+ After Energy cut

+ After E­Pz cut

0 20 40 60

E­Pz

0.6

0.7

A
ll 

c
u

ts
 /

 V
tx

 c
u

t

(c)

20 25 30 35 40

210

6
10

 

After Vertex cut

+ After Prob cut

+ After Energy cut

+ After E­Pz cut

20 25 30 35 40

Nrec

0.6

0.65

A
ll 

c
u

ts
 /

 V
tx

 c
u

t

(d)

1 2 3 4 5

210

6
10

 

After Vertex cut

+ After Prob cut

+ After Energy cut

+ After E­Pz cut

1 2 3 4 5
pT

0.6

0.65

A
ll 

c
u

ts
 /

 V
tx

 c
u

t

(e)

1− 0 1 2

210

6
10

 

After Vertex cut

+ After Prob cut

+ After Energy cut

+ After E­Pz cut

1− 0 1 2
η

0.6

0.65

A
ll 

c
u

ts
 /

 V
tx

 c
u

t

(f)

Figure 30: PhP lfjet distributions after sequential PHP o�ine cuts. Nrec > 20. The lower
sub-panels represent the ratio of vertex + all o�ine cuts to vertex only cuts.
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11 Direct versus Resolved PhP349

Shown in Fig .31 is a comparison of Nch distribution for the direct and resolved components350

of PhP. We see that at high multiplicity, the resolved component clearly dominates the

Figure 31: Comparison of Nch distributions in resolved and direct PhP (light-�avor jet
MC). All trigger and o�ine cuts applied.

351

spectrum.352

11.1 xγ353

The xγ variable can be used to help distinguish direct from resolved PhP events. That is,354

events where the exchange photon struck a quark in the proton and was fully absorbed355

(direct) versus events where the photon �uctuates into hadronic matter, part of which may356

scatter o� of the proton (resolved). It is 1.0 for direct events and typically much smaller357

in resolved events. We de�ne xγ in the following way:358

xγ =
Ejet1 + Ejet2 − pjet1Z ,−pjet2Z

Eall − pallZ
, (12)

E = ET cosh η,

p =
√
E2 −m2,

pZ = p tanh η,

using the two leading jets of the event. The orange block �ktJETS_A" is used, which359

corresponds to: �Zufos, without removal of electron candidate, are used as input for jet360
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algorithm. Massive jets are reconstructed with E-scheme and in inclusive mode. Dead361

material corrections are applied. Information about 10 jets in laboratory frame is saved.362

Jets are required to have transverse energy greater than 2.5 GeV and pseudorapidity in363

range from -2.5 to 2.5."364

Figure 32 demonstrates how the true xγ in MC is smeared out after reconstruction from365

the two leading jets.

PHP_5__MC_Mc_Xgamma

Entries  455786

Mean        1

Std Dev         0

0 0.2 0.4 0.6 0.8 1 1.2 1.4
γ

true x

0

50

100

150

200

250

300

350

400

450

310× PHP_5__MC_Mc_Xgamma

Entries  455786

Mean        1

Std Dev         0

(a) True, direct

PHP_5__MC_Mc_Xgamma

Entries  7556144

Mean   0.2548

Std Dev    0.2532

0 0.2 0.4 0.6 0.8 1 1.2 1.4
γ

true x

0

100

200

300

400

500

600

310× PHP_5__MC_Mc_Xgamma

Entries  7556144

Mean   0.2548

Std Dev    0.2532

(b) True, resolved

slice_px_of_PHP_5__MC_xGammaJets_Nrec

Entries  400628
Mean    0.631
Std Dev    0.2289

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
γ

x

0

1000

2000

3000

4000

5000

6000

7000

8000

9000

N
u
m

b
e
r 

o
f 
E

n
tr

ie
s

slice_px_of_PHP_5__MC_xGammaJets_Nrec

Entries  400628
Mean    0.631
Std Dev    0.2289

(c) Reconstructed, direct

slice_px_of_PHP_5__MC_xGammaJets_Nrec

Entries  6483295

Mean   0.3035

Std Dev    0.1959

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
γ

x

0

20

40

60

80

100

120

140

160

180

3
10×

N
u
m

b
e
r 

o
f 
E

n
tr

ie
s

slice_px_of_PHP_5__MC_xGammaJets_Nrec

Entries  6483295

Mean   0.3035

Std Dev    0.1959

(d) Reconstructed, resolved

Figure 32: True and reconstructed xγ.

366

A comparison of xγ in PHP data and lfjet MC at mid and high multiplicity is shown367

in Fig. 33. At high multiplicity, lfjet MC matches the data reasonably well. Figure 33368

also demonstrates that the resolved component of photoproduction dominates at high369

multiplicities where we perform our analysis.370
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Figure 33: xγ in PhP MC and ZEUS data.
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12 MC studies371

12.1 E�ciency corrections372

12.1.1 Single-, Pair-, and Quadruplet-weights373

Tracking ine�ciencies cause distortions to the distributions measured in this analysis.374

We extract e�ciency corrections from light-�avor jet MC for the PhP analysis and from375

Ariadne/Lepto for the DIS analysis.376

The e�ciency correction factors (weights) for 1-, 2-, and 4-particle distributions are gener-377

ically de�ned as:378

w(n)(~x) =
Nn
gen(~x)

Nn
rec(~x)

, (13)

which is a ratio of generated to reconstructed distributions of order n and calculated379

di�erently in ~x. The dimensions of ~x are described in Tab. 12.380

dimension of ~x One-particle (n=1) Two-particle (n=2) Four-particle (n=4)

x1 ϕ ϕ1 − ϕ2 ϕ1 + ϕ2 − ϕ3 − ϕ4

x2 η 〈ηi − 〈η〉〉 〈ηi − 〈η〉〉
x3 pT 〈pT,i − 〈pT 〉〉 〈pT,i − 〈pT 〉〉
x4 (charge) q |q1 + q2| |q1 + q2 + q3 + q4|/2
x5 - Nrec Nrec

381

Table 12: Dimensions of the e�ciency corrections for single-particle weights (n=1), pair-
weights (n=2), and quadruplet-weights (n=4). The weights are also calculated separately
for each data-taking period.382

The weights are also calculated separately for each data-taking period.383

12.1.2 Performance of single-particle e�ciency corrections384

The performance of the e�ciency corrections for the pT and η distributions are shown in385

Fig. 34386
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Figure 34: Performance of single-particle e�ciency corrections. Residual di�erences are
used as a systematic uncertainty.

12.1.3 Nch estimation387

TheNch distribution is extracted using unfolding as explained in Sec. 12.5. Event-by-event,388

Nch is determined using w(1):389

Nch =
Nrec∑
i

w(1) (14)

, and is used to select high multiplicity events for the analysis.390

12.1.4 Low pT e�ciency overestimation in ZEUS MC391

The studies from Vladyslav Libov (DESY-THESIS-2013-030) and Olena Bachynska (DESY-392

THESIS-2012-045), it is understood that the ZEUS tracking e�ciency at low pT is overes-393

timated in the existing Monte-Carlo data. Both authors have provided a correction factor394

for this e�ect which is applied as a correction to our extracted e�ciencies.395

Libov's correction is given by the di�erence of Eq 5.4 in his thesis from unity:396

fLibov =
1− ε phadr,MC

1− phadr,MC

(15)

The hadronic interaction probability in MC is given by phadr,MC and is found to be depen-397

dent on the track's θ angle as shown in 5.9(a) in his thesis. phadr,MC varies between 0.03398

at mid-rapidity to 0.07 near |η| = 2. The ε factor is the correction for the overestimation399
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of the hadronic interaction rate in ZEUS MC and is taken to be 1.4 for pT < 1.5 (GeV/c)400

and unity for higher pT.401

Bachynska's correction is given by Eq 7.4 in her thesis:402

fBachynska = 1 + 0.548× (pT − 0.26). (16)

The equation is expected to be relevant for pT < 0.26 and is only applied there.403

Both Libov and Bachynska's correction factors are applied as a weight to �scale-down"404

the reconstructed particle yield in ZEUS MC (weight = fLibov × fBachynska). The factors405

therefore lower the estimated tracking e�ciency. The weight factors are used to reject406

tracks in a probabilistic manner for the published Nrec distribution while they are used407

to weight down the contribution from a track for all other parts of this analysis. These408

two procedures are equivalent for the correction of cn{2}. They a�ect both the correlation409

functions as well as the Nch estimation. The product of both factors at mid-rapdity and410

forward-rapidity is shown in Fig 35.
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411
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12.2 Trigger bias correction412

As there is no inclusive PhP trigger(s) available, whatever triggers we choose to employ413

will introduce some bias to our measurements. To minimize this bias, we chose to focus414

the analysis on high multiplicity with the understanding that such PhP events are more415

likely to �re at least one trigger. From the mentioned trigger studies, we found a set of416

HFL triggers which biased the generator level MC correlations the least. To correct for417

the remaining bias, we form the ratio:418

Dlfjet

DTrigger
lfjet

, (17)

D ∈ {Nch,
dN
dpT

, dN
dη
, cn{2}, cn{4}}. The D distributions represent generator level quantities,419

not reconstructed. Comparisons of generator level and triggered distributions are shown420

in Fig. 36421

12.2.1 Performance of trigger simulation in MC422

Here we demonstrate the application of the trigger bias correction on ZEUS data for423

two choices of triggers: HFL cocktail (default) and HFL 28 alone. After the trigger bias424

correction, both choices should in principle yield the same result. Remaining discrepancies425

are treated as a systematic uncertainty and are understood to re�ect the quality of the426

trigger simulation in MC. Figure 37 illustrates this for the distributions which were most427

biased by the trigger selection.428
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Figure 36: Trigger biases to various distributions. Ratios in bottom panel represent the
correction factors to be applied to data.
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Figure 37: Comparison of distributions in ZEUS data before and after trigger bias cor-
rection. The distributions obtained from default trigger (HFL cocktail) are compared to
those from HFL 28 alone. Residual di�erences after the trigger bias correction re�ect the
performance of trigger simulations in MC. 54 14th December 2020 9:54



12.2.2 Light-�avor jet bias429

The trigger bias was estimated using the pythia light-�avor jet MC, which is itself biased430

because of the jet requirement. We estimate and correct for this additional bias by gen-431

erating inclusive PhP pythia as well as a jet-biased sample. Jet reconstruction is chosen432

to match that used in the light-�avor jet MC. Pythia provides built-in jet reconstruction433

algorithms of which we use fast-jet with the following constraints:434

1. kT algorithm435

2. ∆R = 1436

3. pTmin = 3.0 GeV437

4. −3 < η < 3438

5. Observable massive �nal-state particles used for jet clustering439

The ratio of inclusive to jet-biases pythia will form a correction factor to the previously440

mentioned trigger bias factor. This jet-bias correction factor will also be assigned as a441

systematic uncertainty. The full trigger bias correction factor is then:442

DPhP

D≥1jetPhP

Dlfjet

DTrigger
lfjet

, (18)

where the �rst term represents a correction for the jet bias in our main MC sample and443

the second term is the trigger bias.444

Figure 38 illustrates the e�ect of a jet requirement in pythia PhP for the distributions445

which were most biased by the trigger.446

12.3 Application of correction factors.447

There are two types of correction factors used in this analysis. First, there is the correction448

for tracking ine�ciencies given by w(n) , or the response matrix in the case of the Nch449

distribution. Second, there is the trigger bias correction. The trigger bias correction itself450

contains a correction for the jet bias of the available ZEUS MC samples. Mathematically451

the correction procedure is:452

Nch =
Ngen,PhP

N≥1jetgen,PhP

Ngen,lfjet

NTrigger
gen,lfjet

[Nrec]unfolding (19)

Dcorrected =
DPhP

D≥1jetPhP

Dlfjet

DTrigger
lfjet

w(n)Drec. (20)
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Figure 38: Comparison of inclusive to jet-biased pythia. The bias is not that large mainly
due to the multiplicity cut of this analysis (Ngen ≥ 20). High multiplicity events often
have reconstructable jets.

56 14th December 2020 9:54



For the DIS part of this analysis, there is no signi�cant trigger bias and so no trigger bias453

correction.454

12.4 φ resolution455

Finite track φ resolution one source of distortions to the correlation functions. It is not456

correctable using single-particle weights but is, in principle, using multiparticle-weights as457

in Eq. 13. The φ resolution is shown in Fig. 39.
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Figure 39: Resolution of ϕ obtained from MC pythia PhP lfjet 06e. The wings are caused
by charge �ipping for low-pT tracks (<0.3 GeV).

458
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12.5 Unfolding459

Part of the MC nonclosure stems from Nch bin migration. This occurs when true correla-460

tion belongs to a particular Nch bin but gets inserted at a di�erent Nrec bin due to detection461

ine�ciencies. This part of the MC nonclosure has nothing to do with the smearing of cn{2}462

due to single-particle and pair reconstruction ine�ciencies.463

The e�ect of 1D smearing (folding) can be formulated as464

frec(xi) =
∑
j

R(xi, yj) ftrue(yj), (21)

where R(x, y) is the response matrix and f is a probability distribution function. The goal465

of unfolding is essentially to invert the response matrix and obtain ftrue(y). If one seeks to466

unfold a multiplicity distribution, frec and ftrue represent the Nrec and Nch distributions,467

respectively.468

To demonstrate this e�ect we consider generator level correlations in MC binned either by469

the true MC Nch and by Nrec. We use the RooUnfold package using the Bayesian approach470

with the regularization parameter, iterations=4. The response matrix is the histogram of471

Nrec versus Nch obtained from MC and is shown in Fig. 40
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Figure 40: Response histogram used for unfolding.

472

Figure 41 demonstrates the performance of RooUnfoldBayes on the multiplicity distribu-473

tion.474
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Figure 41: Unfolded multiplicity distribution in Ariadne 0607p.

Unfolding of the cn{2} correlation function is more complicated because it is inherently a475

multidimensional problem. An event may be characterized by several parameters which476

can be grouped into a vector: y = (y1, y2, ..., yN). These may be quantities like Nrec,477

sum over particle pT, sum over over particle η, etc. The e�ect of multidimensional bin478

migration can then be formulated as479

fmeas(x) =

∫
dyR(x|y) ftrue(y) (22)

To unfold cn{2}, it is important to take into account the number of pairs, which may be480

di�erent in an event described by y1 from another event described by y2. For that reason481

we split cn{2} into its numerator (sum of cosines) and denominator (sum of pairs). These482

components are to be unfolded separately and then reassembled to obtain the unfolded483

cn{2}.484

Figure 42 shows the 1D unfolding process attempted for the correlation function. We see485

from the left side of 42 that denominator of the cn{2} can be reliably unfolded while the486

numerator cannot. The reason for the failure of the latter is due to the 1D treatment of487

the unfolding. Events with the same pairing of Nrec and Nch can have very di�erent cn{2}488

due to di�erent topologies. This can only be overcome by increasing the dimensionality of489

y in Eq. 22. To gauge how well and unfolding procedure for cn{2} will work for a given490

dimensionality of y, one can de�ne a variance for event topology y:491

σ(y) =
1

N

N∑
i

[cn{2}(y)i − 〈cn{2}(y)〉]2 , (23)
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Figure 42: Attempt to unfold generated c2{2} in Ariadne 0607p. Numerator of correlation
function is the sum of cosines. Denominator is the sum of pairs.

where the sum is over all N events and the second term is the event average. As the492

dimensionality is increased, σ → 0. Su�cient dimensionality is therefore achieved for493

su�ciently small σ.494
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13 Systematic uncertainties495

The considered systematic uncertainties for PhP and DIS are shown in Table 13496

Type of Systematic Reference (default) Variation(s)

MC closure generator level distribu-

tions

e�ciency corrected distri-

butions

Track DCA variation * DCA_xy,z < 2.0 cm DCA_xy,z < 1.0 cm

E�ciency correction PHP: direct + resolved,

DIS: Ariadne

PHP: resolved only,

DIS: Lepto

Z-vertex interval ** |V z| < 30 cm Separate intervals:

[−30, 0], [0,+30]

Tracking e�ciency overes-

timation at low pT

Using Libov and Bachyn-

ska's correction factors

1/2 correction factor

Data taking conditions * ** All individual periods

PhP: MC light-�avor jet

bias

Ratio of inclusive to jet-

biased PhP Pythia

Ratio set to unity

PHP: trigger variation * Trigger cocktail: HFL 1 ||

5 || 21 || 28

HFL 5 alone, HFL 28 alone

PhP: O�ine cuts Pe < 0.9 && E − Pz <

55 && Ee < 15

Pe < 0.98 && E − Pz <

65 && Ee < 30

497

Table 13: Systematic variations for the DIS and PhP analysis. Variations speci�c only to
one of the analyses are speci�ed as such in the �rst column. * means that the systematic
was symmetrized. ** means that each variation was weighted by their relative contribution.498

For the Z-vertex and data taking condition systematics, the variations of each sub-dataset499

wrt the full dataset were scaled by the appropriate statistical sample size and added500

together in quadrature to form the total uncertainty. For instance:501

δZ−vtx =
√

(0.5× (cn{2}total − cn{2}left))2 + (0.5× (cn{2}total − cn{2}right))2, (24)

where left and right refer to −30 < Vz < 0 and 0 < Vz < 30 cm, respectively. Each contain502

about 50% of the data-sample size.503

Whenever the systematic variation was smaller than the propagated statistical uncertainty,504

the systematic uncertainty is set to zero. We also apply a smoothing procedure which505

replaces the systematic uncertainty of a given point to the average of that point plus its506

left and right neighbor. For instance, δn → (δn−1 + δn + δn+1)/3.507
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13.1 Separated systematics508
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Figure 43: Separated systematics: dN/dNch in PhP.
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Figure 44: Separated systematics: dN/dpT in PhP.
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Figure 45: Separated systematics: dN/dη in PhP.
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Figure 46: Separated systematics: c1{2} versus ∆η in PhP.
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Figure 47: Separated systematics: c2{2} versus ∆η in PhP.
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Figure 48: Separated systematics: c1{2} versus 〈pT〉 in PhP.
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Figure 49: Separated systematics: c2{2} versus 〈pT〉 in PhP.
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Figure 50: Separated systematics: c1{4} versus pT poi in PhP.
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Figure 51: Separated systematics: c2{4} versus pT poi in PhP.
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Figure 52: Separated systematics: c1{2} versus Q2. Note, no DIS systematics for Trigger
and O�ine categories.
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Figure 53: Separated systematics: c1{2}, ∆η > 2.0, versus Q2. Note, no DIS systematics
for Trigger and O�ine categories.
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Figure 54: Separated systematics: c1{2}, pT > 0.5, versus Q2. Note, no DIS systematics
for Trigger and O�ine categories.
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Figure 55: Separated systematics: c1{2}, pT > 0.5, ∆η > 2.0, versus Q2. Note, no DIS
systematics for Trigger and O�ine categories.
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Figure 56: Separated systematics: c2{2} versus Q2. Note, no DIS systematics for Trigger
and O�ine categories.
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Figure 57: Separated systematics: c2{2}, ∆η > 2.0, versus Q2. Note, no DIS systematics
for Trigger and O�ine categories.
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Figure 58: Separated systematics: c2{2}, pT > 0.5, versus Q2. Note, no DIS systematics
for Trigger and O�ine categories.
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Figure 59: Separated systematics: c2{2}, pT > 0.5, ∆η > 2.0, versus Q2. Note, no DIS
systematics for Trigger and O�ine categories.
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Figure 60: Ridge plot in DIS for Q2 > 20, Nch ≥ 20.
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Figure 61: Ridge plot in PHP, Nch ≥ 20.
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Figure 62: Unfolded multiplicity distribution.
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Figure 64: dN/dη
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Figure 65: c1{2} versus ∆η.
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Figure 66: c2{2} versus ∆η.
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Figure 67: c1{2} versus 〈pT〉.
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Figure 68: c2{2} versus 〈pT〉.
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Figure 69: c1{4} versus pT poi.

88 14th December 2020 9:54



0 2 4
 poi

T
p

0

0.02

c
2
{4
}

data PHP

light­flavor jet

PT0=2.5

PT0=3.0

PT0=3.5

PT0=3.5, CR=0.0

PT0=4.5

direct

no MPI

Figure 70: c2{4} versus pT poi.
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Figure 71: c1{2} versus Q2.
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Figure 72: c2{2} versus Q2.
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15 Summary and outlook510

To be written for the paper and copied here...511

A Instructions to perform the analysis512

The analysis code is compiled and run on the NAF batch farm at desy (ssh username@naf-513

zeus12.desy.de).514

Analysis code:515

• main.c516

Runs the code (compile with build.sh)517

• con�gTask.C518

Con�guration of analysis task parameters.519

• cumulantAnalysis.C520

main analysis �le with nested for-loops521

• cumulants.h522

De�nition of cumulant formulas which are used to calculate 2- and 4-particle cumu-523

lants without nested for-loops524

• histogramManager.cxx525

De�nes event and track class histograms.526

• orangeAnalyser.cxx527

MakeClass of the orange trees, only branches used in analysis are activated and528

orangeAnalyserFriend is added as friend class.529

• orangeAnalyserFriend.cxx530

Contains getters for tree variables, as well as functions to de�ne the trigger selection,531

event quality selection, track selection, MC weights and various MC helper functions.532

• QCumulants.cxx533

The �le where the most correlations are calculated and histograms �lled. Ridge534

histograms are �lled in cumulantAnalysis.C535

• build.sh536

Compiles the code537
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• submitJobsCondor.py538

Submits jobs to new cluster: python submitJobsCondor.py <number of �les per539

job> <maximum number of jobs>540

Con�gure the data to be run over, the output folder and �les to be copied.541

• nafgo2.sh542

Executes the code on the cluster.543

Calculate weight histograms:544

e�ciency/E�Corrections.sh Executes calculation of weight histograms e�ciency/E�Corrections.C545

Change the timestamps for the data/mc histograms to be used for corrections546

After building the code with build.sh, test code with547

./readTupleexecutable.o <"DATA"/"MC"> <version> <data sample string>548

<number of files per job> <number of jobs> <output directory>549

For example:550

./readTupleexecutable.o "MC" "v08b" "ari_incl_nc_DIS_lowQ2_06e" 14 1 $PWD551

After running code on the farm, check, merge and clean up output with:552

python manageJobs.py <timestamp>553

A.1 Process analysis output554

• produceComponentPlots.C555

Contains the main processing/reduction of histograms. Output all in one �le re-556

sults.root557

• runsystematics.C558

Calculates the systematic uncertainties, outputs the histograms in resultsys.root559

• Plot_�gures.C560

Draws the �gures561
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A.2 Example walk-through562

• Checkout git repository on nafhh-x1: git clone https://gitlab.com/ISOQUANT/ZEUS.git.563

Switch to naf-zeus11. Navigate to analysisCode/.564

565

• Compile makelist.c: g++ makelist.c `root-con�g �glibs �c�ags` -g566

567

• Build code with ./build.sh568

569

• For tracking e�ciency we have to run on MC, select "MC" and a full dataset in sub-570

mitJobsCondor.py. Modify output path in the �le as well, e.g. /nfs/dust/zeus/group/<username>.571

Submit with "python submitJobsCondor.py 25".572

573

• Monitor status of jobs with "condor_q <username>"574

575

• Merge output with "python manageJobs.py <timestamp>", in the directory where576

all the folders with timestamps are written577

578

• Go to zeus/analysis/e�ciency/E�Corrections.C and �ll in the appropriate �event-579

class" and �AllperiodsMC". run 'source E�Corrections.sh <timestamp>580

581

• In con�gTask.sh, set the desired weight �le and set SetUseE�Weights to kTRUE582

583

• In submitJobsCondor.py, select "DATA" and dataset and submit again "python sub-584

mitJobsCondor.py 10"585

586

• Merge output with "python manageJobs.py <timestamp>"587

588

B External links589

• Github webpage: code590

• Description of ZEUS data/MC trees: ZEUS root variables591

• MC ISTHEP number: ISTHEP592
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https://github.com/kreisl/ZEUS
http://zeusdp.desy.de/ZEUS_ONLY/analysis/comntp/variables/v08/root_variables.html
http://adamo.web.cern.ch/Adamo/zeusddl/FMCZEvt.html


• ALICE de�nition of primary particles: ALICE primaries.593
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https://cds.cern.ch/record/2270008
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