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●  SAM Tests

●  ARDA Dashboard

●  MC production

●  PhEDEx transfers
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Service Availability Monitoring

● swinst test changed
– no more warnings
– now tries CMSSW 1.6.7 & 1.6.6

● observed failures:
– 20.11. ~ 18:00: error CE-sft-job

● “Got a job held event, reason: Unspecified gridmanager 
error”
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Service Availability Monitoring

do not see this error here ?!

http://lxarda16.cern.ch/dashboard/request.py/historicalsmryview?
  -> Test History

http://lxarda16.cern.ch/dashboard/request.py/historicalsmryview
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Site Availability

But here ?!

http://lxarda16.cern.ch/dashboard/request.py/historicalsmryview?  
->Site Availability

http://lxarda16.cern.ch/dashboard/request.py/historicalsmryview
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Site Availability Ranking

DESY
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DESY-HH Dashboard
From 2007-11-13 10:23:08 until 2007-11-27 10:23:08
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MC Production

DESY
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PhEDEx Transfers to DESY (prod)

● Some transfers from FNAL & IN2P3
● Rate is  good (up to 17 MB/s) 
● Quality ok
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PhEDEx Transfers from DESY(prod)

● Only few transfers to CERN
● Rate & Quality good
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PhEDEx Transfers to DESY (debug)

ASGC
CERN
CNAF
FNAL
FZK
IN2P3
PIC
RAL
RWTH

Maximum: 60.69 MB/s
Minimum:  26.15 MB/s
Average:   48.39 MB/s

● Some problems at FZK 
after dCache upgrade. 
Now working again.

● No space left at our 
loadtest pool  for some 
hours on 11/20 
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PhEDEx Transfers from DESY(debug)

ASGC
CERN
CNAF
FNAL
FZK
RAL
RWTH

● Some problems at FZK 
after dCache upgrade. 
Now working again.

● some T1 seem to start 
transfers only when links 
are in danger

Maximum: 43.96 MB/s
Minimum:  16.08 MB/s
Average:   28.66 MB/s
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Link Status

● 5/8 T1 up-links commisioned (DESY is the only T2 having this)

● 7/8 T1 down-links commisioned

– will loose IN2P3 which has a downtime scheduled

– Transfers from PIC improving recently ...

● Loadtest Pool filled up twice because deleted files were not 
removed

– Birgit had to start cleanup script

– shifters should keep an eye on the available space in this pool


