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• replace BDT in LCFIPlus with simple NN 

• four categories (BDTs / NNs) depending on number of reconstructed vertices & 

pseudovertices

• multi-class NN with three output classes (b jets, c jets, other)

• simple feed-forward NN, four hidden layers, 100 nodes each

• activation function: relu

• loss: Cross entropy, optimizer: Adam

• 19 - 29 input features

• batch size: 50, 50 epochs trained

• standardization applied

• all classes weighted equally in loss

• 50% training, 25% validation, 25% test

Flavor Tagging - NN
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• choose training with minimum loss for interference

• added confusion matrices, misidentification rates 

• preselection done as in LCFIPlus algorithm (trk1d0sig != 0)


• optimized training in different categories (layers, nodes, learning rate, with/without 
standardization..)


• tried one training without categorization

News
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• no secondary vertex found inside the jet, 0-2 pseudovertices found

- category dominated by light jets

- total number of jets:  2090245

- number of b jets:  118190

- number of c jets:  343759

- number of uds jets:  1628296


• training with/without weighting of classes in loss

Category 1
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Category 1

with weighting

without weighting

➡ without weighting much better separation between light jets and b jets
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More layers, smaller learning rates, more nodes
Further optimization

➡ since category is dominated by light jets, small loss 
can be reached by sorting all jets into one class
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• two secondary vertices found inside the jet

➡ category dominated by b jets

- total number of jets:  130179

- number of b jets: 126773

- number of c jets: 2488

- number of uds jets:  918


• problem even worse, could not get a good result for this category so far

Category 4
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Four layers, 150 nodes, 200 epochs, lr = 0.0001
Category 4
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New idea: no categorization

• do not use any categorization

➡ train one NN with all features from 4 categories + number of secondary vertices, 

number of pseudovertices

• four layers, 150 nodes each, trained 50 epochs, lr = 0.0001
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New idea: no categorization
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Next steps / options

• use the catgeorization: idea for solving the problem that all events are sorted into one 
class?


• no categorization: can the NN be optimized?


• try something more complicated like e.g. CMS
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Flavor Tagging - Performance LCFIPlus
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Features

"features"     : ["trk1d0sig", "trk2d0sig", "trk1z0sig", "trk2z0sig", "trk1pt_jete", "trk2pt_jete", 
"jprobr25sigma", "jprobz25sigma", "d0bprob2", "d0cprob2", "d0qprob2", "z0bprob2", "z0cprob2", 
"z0qprob2", "nmuon", "nelectron", "trkmass"],

"features"     : ["trk1d0sig", "trk2d0sig", "trk1z0sig", "trk2z0sig", "trk1pt_jete", "trk2pt_jete", "jprobr2",                                     
"jprobz2", "vtxlen1_jete", "vtxsig1_jete", "vtxdirang1_jete", "vtxmom1_jete", "vtxmass1",                                         
"vtxmult1", "vtxmasspc", "vtxprob", "d0bprob2", "d0cprob2", "d0qprob2", "z0bprob2", "z0cprob2",                                   
"z0qprob2", "trkmass", "nelectron", "nmuon"],

"features"     : ["trk1d0sig", "trk2d0sig", "trk1z0sig", "trk2z0sig", "trk1pt_jete", "trk2pt_jete", "jprobr2",                                     
"jprobz2", "vtxlen1_jete", "vtxsig1_jete", "vtxdirang1_jete", "vtxmom1_jete", "vtxmass1",                                         
"vtxmult1", "vtxmasspc", "vtxprob","1vtxprob", "vtxlen12all_jete", "vtxmassall"],

 "features"     : ["trk1d0sig", "trk2d0sig", "trk1z0sig", "trk2z0sig", "trk1pt_jete", "trk2pt_jete", "jprobr2",                                     
"jprobz2","vtxlen1_jete", "vtxsig1_jete", "vtxdirang1_jete", "vtxmom1_jete", "vtxmass1",                                         
"vtxmult1", "vtxmasspc", "vtxprob", "vtxlen2_jete", "vtxsig2_jete", "vtxdirang2_jete",                                           
"vtxmom2_jete", "vtxmass2", "vtxmult2", "vtxlen12_jete", "vtxsig12_jete", "vtxdirang12_jete",                                     
"vtxmom_jete", "vtxmass", "vtxmult", "1vtxprob"],
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Features
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Features


