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2introduction

 No clear sign of new physics (BSM) at LHC so far… 
➢ … and future accelerators in coming decade(s) 

will increase ∫L , not √s

 Many BSM theories predict sizeable deviations of 

top quark’s couplings w.r.t. SM predictions

 Most of canonical top quark processes at LHC

have reached precision era (systematics-limited)
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Motivates ambitious top physics 
programme to reveal new physics indirectly 

through precision measurements



3Effective field theory

 Effective Field Theory (EFT) framework allows for 

systematic & model-independent interpretation of potential 

deviations in interactions between SM fields

 Expand SM Lagrangian with higher-order operators : K. Mimasu

Well-motivated, global approach to maximize discovery potential of massive BSM states at (HL-)LHC

EFT example : Fermi theory of β-decay 
(W boson → 4-fermions interaction)

mX → ∞  XWilson coefficients ↔ interaction strengths

Higher-order 
operators

BSM energy scale (≫ ELHC)

 BSM effects described by finite number of EFT operators, 
whose strengths are encoded into Wilson coefficients (WCs) ↔ theory parameters

 Predicts well-defined deviation patterns, correlated in different observables/processes
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4Analysis overview

 Target 3 top-Z associated production modes
➢ Complementary, probe similar EFT operators

 Consider up to 5 operators simultaneously
4



 Analysis strategy entirely optimized to search for EFT effects 
➢ Simulated at detector-level (→ Direct measurement ≠ reinterpretation)

 Use novel machine-learning techniques to improve sensitivity to WCs
Run2 data (138 fb-1)

3ℓ & 4ℓ channels

ttZ

tZq

tWZ
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 Existing EFT analyses : 

✗ Reinterpretations (sub-optimal, assumptions)
✗ Consider 1 single operator & signal process
✗ ‘Cut-and-count’
✗ … 

 Probing effective field theory operators in the associated production of top quarks with a 
Z boson in multilepton final states at √s=13 TeV, arXiv:2107.13896 (Submitted to JHEP)

➢ Learning to detect new top-quark interactions, CERN Courier (Sep/Oct 2021)

Reference :

https://arxiv.org/abs/2107.13896


5sm+eft simulation

 At leading dimension-6, 𝓞(60) non-redundant operators involving top quark !

 Focus on subset of five operators that…
➢ Involve top quark and gauge bosons
➢ Interfere with SM production of ttZ or tZq (~ Λ⁻²)
➢ Conserve CP, lepton- and baryon-number
➢ Ignore top chromomagnetic dipole moment, 

(probed with much better sensitivity in tt)

Brivio et al., arXiv:1910.03606
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 SM+EFT signal samples simulated at leading-order with Madgraph
➢ EFT effects included with dim6top model
➢ Full detector simulation ↔ will constrain operators directly at detector-level
➢ Validated against official CMS samples (under SM scenario)

arXiv:1802.07237

https://arxiv.org/abs/1910.03606
https://arxiv.org/abs/1802.07237


6Eft reweighting
 Cross sections & kinematics parameterized with Wilson coefficients

1) Reweight generator-level events according to many different EFT scenarios

2) Perform per-event quadratic fit → Extract dependence of each event weight on each WC

3) Parameterization → Reweight any distribution according to any EFT scenario

WC

Coefficients to determine 
per event

SM SM-EFT 
interference

Pure-EFT 
(quadratic)

EFT-EFT 
interference

σ(tZq) as a function of (ctZ,ctW)
tZq generator-level plots

(CtW = CtZ = 5, and C-φQ  = C3φQ = Cφt = 15)

Event weight
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Illustration



7Objects & backgrounds

 Leptons (ℓ = e, μ) :
➢ Prompt lepton ID with dedicated BDT

 Jets :
➢ AK4 (PF CHS) jets, pT > 25 GeV, |η| < 5

 b jets :
➢ DNN tagger (ε~75 % / mistag ~1 %)
➢ |η| < 2.4 in 2016  (2.5 in 2017/18)

Objects

 ≥ 3 isolated leptons with pT > 25 / 15 /10 GeV
 ≥ 1 Z boson candidate

Baseline selection

 Z boson candidate ↔ OSSF lepton pair within 
15 GeV of Z peak (closest to mZ )

 Leptonic top quark candidate (in 3ℓ) ↔ 
3rd lepton
+ neutrino solution (from MET)
+ b-jet

Event 
reco.

(closest
to mt )

 Prompt backgrounds estimated from simulation, validated in control regions
➢ Grouped as : WZ / VV(V) / t(t)X / Xγ

 Nonprompt lepton backgrounds estimated from data 
with ‘loose-to-tight method’

 Mis-identification probabilities binned in lepton (pT, η)
➢ QCD-enriched measurement region [C,D]
➢ Dedicated application region [A] for each SR/CR
➢ MC closure tests, good data/MC agreement



8Event selection

 Define 4 regions enriched in 
signals & main backgrounds

Kinematic distributions in SR-3ℓ

 SR-3ℓ drives the analysis’ sensitivity
 Will be sub-divided based on MVA discriminant
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 Additional regions included in fit
→ Control backgrounds, 

added sensitivity

Additional regions



Multivariate Analysis

With

machine learning

SM
EFT

SM
EFT



10How can ml help ?
 EFT operators usually …

➢ impact both cross section & kinematics
➢ introduce new coupling structures leading to subtle kinematics modifications
➢ correlate deviations in many different processes/observables (expected patterns)

→ No single observable can constrain full parameter space

 ⇒Perfect match for machine-learning (ML) techniques !

2) Separate SM / EFT scenarios
↔ Learn characteristic features 

of new physics events

1) Separate physics processes
↔ Enrich SR with processes most 

sensitive to our operators
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tZq

ttZ

Bkgs

SM EFT

/

“NN-SM”

“NN-EFT”

Probability of 
hypothesisIn

pu
ts Train neural networks (NN) in SR-3ℓ to : 



111) SM vs SM
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Inputs

tZqttZ Bkgs

Architecture :

 3 hidden layers, with 100 neurons each
 Activation function : reLu (softmax for output node)
 Optimizer : Adam
 Loss function : Cross-entropy
 Regularization techniques : 

➢ Dropout (ignore random nodes during training)
➢ Batch normalization (normalize input values at each layer)
➢ L2 regularization (penalize large weights)

✔ Data/MC validation of input distributions and 2D correlations

 Multiclass classifier trained to separate tZq/ttZ/others
“NN-SM”



121) SM vs SM

 Multiclass classifier trained to separate tZq/ttZ/others

 Assign events to 3 orthogonal subregions, 
based on their maximum node value
→ Obtain categories very pure in targeted processes !

Prefit NN-SM distributions in SR-3ℓ| DESY – LHC Physics Discussions| Nicolas Tonon, Sep 20th 2021

“NN-SM”

Inputs

tZqttZ Bkgs

SRotherSRttZ SRtZq



132) SM vs eft
 Binary classifiers trained to separate events sampled under :

a) SM hypothesis
or

b) many different non-zero values of EFT operator(s)

 Learn non-trivial patterns due to new physics out of high-dimensional data
→ Construct optimized observables describing the compatibility of an event with [SM] or [SM+EFT]

SM EFT

/

“NN-EFT”

 SM/EFT interference included in training for first time in LHC analysis
➢ Difficulty : shapes of kinematic distributions depend on WC values

→ Train under many different scenarios, NNs learn to interpolate between WC values

 Works with state-of-the-art physics generators & full detector simulation
➢ Can handle higher-order simulation (but negative weights may reduce training stat.)
➢ Fast inference time
➢ Optimal in limit of infinite training statistics
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142) SM vs eft
 Binary classifiers trained to separate events sampled for :

a) SM hypothesis
or

b) many different non-zero values of EFT operator(s)

 Learn non-trivial patterns of deviations due to new physics from high-dimensional data
→ Construct optimized observables describing the compatibility of an event with [SM] or [SM+EFT]

SM EFT

/

“NN-EFT”
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 Separate trainings for tZq & ttZ

 Separate trainings for individual 
operators & all 5 simultaneously

SRttZ SRtZq

Good data/MC agreement

Last bins highly sensitive 
to EFT scenarios



15Signal extraction

 Simultaneous template fits in [6 regions x 3 years]
➢ NN distributions used in SRtZq & SRttZ are fit-dependent

tZqttZBkgs

“NN-SM”
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SRother

SRttZ
SRtZq

NN-5D distributions (after 5D fit)

Distributions common to all fits (after 5D fit)



16Signal extraction

tZqttZBkgs

“NN-SM”
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SRother

SRttZ
SRtZq

 Extract 1D & 5D confidence intervals @ 95 % CL for each Wilson coefficient
➢ All intervals contain the SM predictions

 Shape information reduces widths of confidence intervals by 20 up to 70 %
→ Significant sensitivity gains using optimal observables 



17Likelihood scans

 1D likelihood scan as a function of each 
Wilson coefficient (other WCs fixed to 0)

 2D likelihood scans illustrate 
correlations of pairs of WCs 

(other WCs fixed to 0)



18summary
 Constrain top-electroweak EFT operators with t(t)Z production in multilepton channels

➢ EFT effects parameterized at detector-level via event weights

 Rely on novel ML techniques to enhance sensitivity to EFT
➢ Significant sensitivity gains from shape information
➢ Not the ‘new default’, but complementary tool with great potential – active research area !

 Obtain best direct limits to date from multilepton final states on several Wilson coefficients
➢ All 95 % CL confidence intervals contain the SM predictions

Summary plots





BACKUP



20Systematic uncertainties

Impacts of nuisance groups on each WC

Stat.
limited

Syst. 
limited



21Eft operators
          and             ↔ Electroweak dipole operators

           ↔ Left-handed SU(2) triplet current operator

           ↔ Induces anomalous neutral-current interactions

          ↔  Right-handed neutral current operator (idem)

Ken Mimasu Brivio et al., arXiv:1910.03606

https://arxiv.org/abs/1910.03606


22Mva Input features
 Choice of input variables informed by generator-level studies, correlations, relative

rankings, and modeling



23NN-EFT – Event sampling

Basic
algorithm

 Choose N hypotheses θ corresponding to different EFT scenarios (ex : ctZ ∈ [-5, -4, …, 4, 5])

 For each hypothesis θ :
 Sample Ne events according to θ : set class label to 0
 Sample Ne events according to SM : set class label to 1

Network learns how to separate SM/EFT, for different Wilson coefficients

 In practice, the data set is unweighted ↔ sum of all event weights normalized to unity, so that 
each event weight can be interpreted as a probability for an event under a given hypothesis

➢ Can then sample a subset of events of any size, representative of a given hypothesis
➢ Must allow for replacement ( ↔ the same event may be selected multiple times )

 The range of WC values over which training events are sampled is a hyperparameter
➢ Generally chosen a few times larger than existing constraints 

(→ avoid bias on previous results, and easier for NN to learn features at larger WC values)



24Signal extraction

Observables used in the different regions and fits

NN-ctz distributions (after 1D fit to ctz)

NN-ctw distributions (after 1D fit to ctw)NN-cpq3 distributions (after 1D fit to cpq3)



25(some) promising directions

 Successful proof-of-concept studies by Jonas Rübenach (link) 

 Likelihood-free inference : regress on true likelihood ratio
➢ Set limits directly from NN response 
➢ Outperforms limited summary statistics
➢ Only deal with few theory systematics for now

 Augmented data : maximize use of generator info. in training
➢ Better performance with less training data

 Morphing-aware architectures 
➢ Impose EFT structure on ML architecture
➢ Model  SM / interference / EFT components 

with individual estimators (→ Sum)

 … and more !

→ param. classifier

10.1103/PhysRevD.98.052004

https://bib-pubdb1.desy.de/record/425819/files/Jonas%20R%C3%BCbenach%20Master%20thesis.pdf
https://arxiv.org/ct?url=https%3A%2F%2Fdx.doi.org%2F10.1103%2FPhysRevD.98.052004&v=cb9c6cb8
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