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https://home.cern/resources/faqs/facts-and-figures-about-lhc
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2019-024/fig_01.pdf


Particle Tracking
Trajectory and vertex finding in tracking detectors
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• Aim to find trajectories of charged particles 
(and thus their kinematic properties) as 
efficiently as possible


• Cluster trajectories from common vertices 
(and find those)


• If possible, first particle identification


• Avoid: fake/ghost trajectories, duplicates, …

Particle Tracking Machine Learning Challenge [ Phase 1 ][ Phase 2 ]

https://www.kaggle.com/c/trackml-particle-identification
https://competitions.codalab.org/competitions/20112


Particle Tracking

• Typical pattern recognition problem


• Effectively a clustering problem 


• Classical approaches include


• Global/conformal mapping


• Track seeding & following 


• Combinatorial filtering

Pattern recognition for particle detectors
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Particle Tracking
Pattern recognition for particle detectors
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~ 10 ooo particles



Particle Tracking
Pattern recognition for particle detectors
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~ 10 ooo particles


~ 100 000 measurements



Particle Tracking
Classical algorithms
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• Pattern recognition problem


• Highly non-linear scaling


• HL-LHC era will put pressure on  
experiments


• CPU ressources at current will 
not be sufficent


• R&D needed 


• computing/software


• new algorithms 



Graph Neural Networks  
for particle tracking - principles

measurements 
(hits)

graph representation

Graph Creation

Possible pipeline GNN training

GNN prediction edge resolving track building track fitting/cleaning



Graph Neural Networks  
for particle tracking - examples

• Example performance on TrackML dataset 


• Clear separation, high efficiency & purity

https://indico.cern.ch/event/948465/contributions/4323573

 
 

Particle Tracking Machine Learning Challenge [ Phase 1 ][ Phase 2 ]

https://indico.cern.ch/event/948465/contributions/4323573
https://indico.cern.ch/event/742793/contributions/3274332/attachments/1822988/2997320/SHTR_CTDWIT19.pdf
https://indico.cern.ch/event/831165/contributions/3717122/attachments/2022757/3382937/20200400-msmk-hashing_tracking-v4.pdf
https://www.kaggle.com/c/trackml-particle-identification
https://competitions.codalab.org/competitions/20112


Graph Neural Networks  
for particle tracking - challenges & opportunities

• Size of the Graph tends to be a challenge


• Possibility to strip by exclusion rules 


• possibility segmentation


• GNN prediction on high memory GPU / on FPGAs

graph representation

ANALYSIS

RECONSTRUCTION

EXPERIMENTCOLLIDER TRIGGER & DATA

ACQUISITON

suitable for high level  
trigger application



Graph Neural Networks  
for particle tracking - friends, family & opportunity

https://indico.cern.ch/event/948465/contributions/4323753
• Pioneering work by Exa.TrkX project and some other R&D groups


• Potential combination with


• Metric learning 
(GNN in learned space)


• Data hashing 

https://indico.cern.ch/event/948465/contributions/4323573J2i`B+ H2�`MBM; 7Q` i`�+Fb
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[ S. Amrouche, T. Golling, M. Kiehn, AS: Music, Neighbours & Tracking ]
[ S. Amrouche, N. Calace, T. Golling, M. Kiehm. AS : Hashing & similarity learning ]

https://indico.cern.ch/event/948465/contributions/4323753
http://www.apple.com/uk
https://indico.cern.ch/event/948465/contributions/4323573
http://www.apple.com/uk
https://indico.cern.ch/event/742793/contributions/3274332/attachments/1822988/2997320/SHTR_CTDWIT19.pdf
https://indico.cern.ch/event/831165/contributions/3717122/attachments/2022757/3382937/20200400-msmk-hashing_tracking-v4.pdf
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3.10 Vertexing

ACTS features a fast and flexible primary vertex recon-
struction suite, comprising a range of components im-
plementing a full chain from vertex seeding to precision
vertex parameter estimation. The vertexing module in-
cludes an iterative vertex finder (IVF) and an adaptive
multi-vertex finder (AMVF) [43]. The IVF iteratively
fits individual vertices starting from a vertex seed and a
seed track collection. The AMVF fits multiple vertices
simultaneously, while dynamically assigning tracks to
candidate vertices during fitting. The AMVF exhibits
good performance for high vertex-density environments
such as the HL-LHC, and will be used as the default
vertex reconstruction tool for the ATLAS experiment
in Run-3.

The input vertex seeds to both vertex finders are
provided by four di↵erent vertex seed finding algo-
rithms: a z-scan vertex seed finder based on a half-
sample mode algorithm [26], a Gaussian track density
vertex seed finder [43] as well as a non-adaptive and
adaptive version of a new fast and robust grid den-
sity vertex seed finder. Dedicated vertex fitters for the
di↵erent vertex finding approaches, a Billoir fitter [28]
and an adaptive multi-vertex Kalman fitter [76], as well
as auxiliary vertexing tools such as impact point esti-
mators and track linearizers complement the vertexing
toolkit.

The public interfaces of the vertexing components
are designed to be highly configurable and flexible. The
vertex finders accept a collection of representations of
tracks or particles to be used for vertex finding. In ad-
dition, an option structure which allows the finder to
supplied with a vertex constraint is provided as input.
The output of the vertexing components is a list of all
found vertices. Vertex seed finders are regarded as reg-
ular vertex finders in ACTS, and therefore share the
same interface. They have the special characteristic of
returning a single-entry list of vertices, i.e. the vertice
obtained from the current vertex seed only, at a time.
The vertexing can run on ACTS bound track param-
eter objects as well as on any user-defined input track
type in order to allow maximum flexibility. The only
requirement for using an arbitrary input track type is
to provide a std::function that unwraps and returns
ACTS bound track parameters.

4 Applications and Performance

4.1 Selected Applications

ACTS is integrated or being integrated into a number of
particle and nuclear physics experiments. Here we pre-

(a)

(b)

(c)

Fig. 9: The geometry of the ATLAS ITk (a), the
PANDA silicon detector (b) and the sPHENIX sili-
con tracking detectors (c), implemented with ACTS.
Colors indicate di↵erent subsystems, in the top image,
the High Granularity Timing Detector (HGTD) [86] is
shown in orange.
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(a)

(b)

Fig. 10: Geometries of Belle II (a) and FASER (b) im-
plemented in ACTS. Colors indicate the di↵erent sub-
systems.

sented selected examples of experiments that either use
or have explored the use of ACTS. Figure 9a shows the
geometry of the ATLAS ITk. The ACTS vertexing al-
gorithms have already been integrated into the ATLAS
Athena framework and the integration of the ACTS
tracking algorithms is ongoing. At the same time, pre-
liminary optimization of the ACTS tracking algorithms
for ITk is in progress. Figure 9b shows the geometry for
the silicon tracker of the PANDA experiment, which is
a planned particle physics experiment at the FAIR fa-
cility in Germany.

The sPHENIX experiment is the next generation jet
and heavy-flavor detector currently under construction
at the Relativistic Heavy Ion Collider at Brookhaven
National Laboratory. Figure 9c shows the geometry for
the silicon tracker of sPHENIX. ACTS components for
seeding, track fitting and vertexing have been success-
fully deployed in the sPHENIX production software
chain.

Belle II is the next generation B-factory experiment
located at the SuperKEKB accelerator complex [11] in
Japan. A critical requirement is to reliably reconstruct
low-momentum tracks with pT ⇡ 100 � 300MeV [24].

This is achieved with a combination of silicon pixel and
strip detectors, whose placement is shown in Figure 10a.
The Belle II collaboration is currently exploring in what
form ACTS can supplement or replace existing tracking
code.

Figure 10b shows the FASER detector, which is an
experiment at the LHC, located ' 480m downstream
the ATLAS interaction point, featuring extremely for-
ward acceptance (⌘ > 9.2). The FASER tracker is de-
signed to detect two high-momentum charged tracks
originating from a decay vertex inside the decay vol-
ume, using three tracking stations with silicon strip sen-
sors, in a 0.55T magnetic field. FASER will fully rely
on ACTS for its track reconstruction and fitting. The
implementation is well progressed and first performance
studies with the ACTS CKF are in preparation.

Figure 11a shows the magnetic field of the ATLAS
experiment described using ACTS. Track parameter
propagation based on the detector geometry and mag-
netic field is used to determine the coordinates of
intersections of tracks with detectors. An example of
track propagation with the ATLAS ITk Detector is
shown in Figure 11b.

When using the simplified tracking geometry de-
scribed in Section 3.6, the detector material is modeled
using a dedicated mapping algorithm that remaps the
detailed Geant4 material. A comparison of the mapped
material with the material used in the full simulation
geometry for the Open Data Detector [12] is shown in
Figure 12. The geometry of the Open Data Detector is
described with a realistic passive material model based
on DD4hep, which translates into a Geant4 detector
model. The agreement between the material budget de-
scribed in Geant4 and by the ACTS geometry is within
a few percent and can be further improved by using
higher granular binning of the material maps.

4.2 Examples of a Track and Vertex Reconstruction
Chain for the LHC

At the LHC, track reconstruction typically proceeds
through a multi-step process, which we briefly outline
here. The procedure is largely similar for di↵erent ex-
periments, but with some key di↵erences in strategy.
For example, the CMS experiment uses an iterative
tracking approach [42] in which the full track recon-
struction pass is repeated a number of times, but
with di↵erent configurations, and the measurements
corresponding to tracks that have already been re-
constructed are removed. ATLAS instead relies to a
large extent on a single track reconstruction pass, but
with loose track candidate search and an ambiguity
resolution step to resolve between the multiple track

      tsa
https://arxiv.org/abs/2106.13593

• Detector/framework agnostic track  
reconstruction toolkit


• track fitting/cleaning 


• Fast/full simulation capabilities


• Used for TrackML dataset creation


• Dedicated ML R&D line:


• GNNs tracking & vertexing


•  Hashing 


• Classifications

ATLAS ITk

Belle-II

https://arxiv.org/abs/2106.13593
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      tsa
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• Detector/framework agnostic track  
reconstruction toolkit


• track fitting/cleaning 


• Fast/full simulation capabilities


• Used for TrackML dataset creation


• Dedicated ML R&D line:


• GNNs tracking & vertexing


•  Hashing 


• Classifications

ATLAS ITk

Belle-II

• test transferability of approach

• direct usage in some experiments 
(ACTS is part of e.g. ATLAS, sPHENIX 
 production software stack) 

https://arxiv.org/abs/2106.13593
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• Detector/framework agnostic track  
reconstruction toolkit


• track fitting/cleaning 


• Fast/full simulation capabilities


• Used for TrackML dataset creation


• Dedicated ML R&D line:


• GNNs tracking & vertexing


•  Hashing 


• Classifications

ATLAS ITk

Belle-II
• Non ML components available  
+ downstream algorithms  
(e.g. vertex reconstruction)

https://arxiv.org/abs/2106.13593
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and heavy-flavor detector currently under construction
at the Relativistic Heavy Ion Collider at Brookhaven
National Laboratory. Figure 9c shows the geometry for
the silicon tracker of sPHENIX. ACTS components for
seeding, track fitting and vertexing have been success-
fully deployed in the sPHENIX production software
chain.

Belle II is the next generation B-factory experiment
located at the SuperKEKB accelerator complex [11] in
Japan. A critical requirement is to reliably reconstruct
low-momentum tracks with pT ⇡ 100 � 300MeV [24].

This is achieved with a combination of silicon pixel and
strip detectors, whose placement is shown in Figure 10a.
The Belle II collaboration is currently exploring in what
form ACTS can supplement or replace existing tracking
code.

Figure 10b shows the FASER detector, which is an
experiment at the LHC, located ' 480m downstream
the ATLAS interaction point, featuring extremely for-
ward acceptance (⌘ > 9.2). The FASER tracker is de-
signed to detect two high-momentum charged tracks
originating from a decay vertex inside the decay vol-
ume, using three tracking stations with silicon strip sen-
sors, in a 0.55T magnetic field. FASER will fully rely
on ACTS for its track reconstruction and fitting. The
implementation is well progressed and first performance
studies with the ACTS CKF are in preparation.

Figure 11a shows the magnetic field of the ATLAS
experiment described using ACTS. Track parameter
propagation based on the detector geometry and mag-
netic field is used to determine the coordinates of
intersections of tracks with detectors. An example of
track propagation with the ATLAS ITk Detector is
shown in Figure 11b.

When using the simplified tracking geometry de-
scribed in Section 3.6, the detector material is modeled
using a dedicated mapping algorithm that remaps the
detailed Geant4 material. A comparison of the mapped
material with the material used in the full simulation
geometry for the Open Data Detector [12] is shown in
Figure 12. The geometry of the Open Data Detector is
described with a realistic passive material model based
on DD4hep, which translates into a Geant4 detector
model. The agreement between the material budget de-
scribed in Geant4 and by the ACTS geometry is within
a few percent and can be further improved by using
higher granular binning of the material maps.

4.2 Examples of a Track and Vertex Reconstruction
Chain for the LHC

At the LHC, track reconstruction typically proceeds
through a multi-step process, which we briefly outline
here. The procedure is largely similar for di↵erent ex-
periments, but with some key di↵erences in strategy.
For example, the CMS experiment uses an iterative
tracking approach [42] in which the full track recon-
struction pass is repeated a number of times, but
with di↵erent configurations, and the measurements
corresponding to tracks that have already been re-
constructed are removed. ATLAS instead relies to a
large extent on a single track reconstruction pass, but
with loose track candidate search and an ambiguity
resolution step to resolve between the multiple track
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• Detector/framework agnostic track  
reconstruction toolkit


• track fitting/cleaning 


• Fast/full simulation capabilities


• Used for TrackML dataset creation


• Dedicated ML R&D line:


• GNNs tracking & vertexing


•  Hashing 


• Classifications

ATLAS ITk

Belle-II

Fits into ACTS R&D 
projects + exchange 
with other R&D groups

https://arxiv.org/abs/2106.13593


Conclusions & Food

• Graph Neural Networks offer a great possibility for track reconstruction


• Pioneered already by Exa.TrkX and other groups


• Can build upon their ground work & profit from CERNs unique  
involvement into track reconstruction @ (HL-)LHC


• Potential for usage in Event filter


• Maximise throughput on GPUs/heterogenous hardware
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• Exa.TrkX project applies a Graph Neural Network (GNN) approach


• Build nodes and edges, classify edges [0, 1] and eventually drop them 
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End-to-end Tracking attempts
The “my job is done by a machine” scenario

 

Particle Tracking Machine Learning Challenge [ Phase 1 ][ Phase 2 ]
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Triplet GNN Performance

Gold: Unambiguously correct triplet or 
quadruplet

Other colours: False positive/negative

Key:

Silver: Ambiguously correct triplet or quadruplet 
(i.e. edge shared by correct triplet and 
false positive triplet)

Bronze dashed: Correct triplet, but missed 
quadruplet (i.e. edge shared by correct 
triplet and false negative triplet)

Red: Completely false positive triplet

Blue dashed: Completely false negative triplet
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Office of
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Black: Triplet classifier correctly 
labelled, doublet classifier 
mislabelled

Red: Doublet classifier correctly 
labelled, triplet classifier 
mislabelled

In this graph, triplet classifier

Fixes 389 edges

Worsens 10 edges

Triplet GNN improves 
doublet GNN results

BERKELEY LAB 
Office of
Science12
12

• Message Passing
Gilmer, Justin, et al. "Neural message passing for quantum 
chemistry." Proceedings of the 34th International Conference on 
Machine Learning-Volume 70. JMLR. org, 2017.

• Attention Message Passing
VeOiĀkRYiþ, Petar, et al. "Graph attention networks." arXiv
preprint arXiv:1710.10903 (2017).

• Attention Message Passing 
with Recursion

GNN Edge prediction architecture
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