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Outline
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❖ Basic principles
‣ showering, fragmentation & hadronization, composition of jets
‣ calorimeter response to hadrons
‣ calorimeter response to jets

❖ Calibration after jet clustering (“top-down”)
‣ average jet calibration

- Monte Carlo truth
- in situ measurements of energy scale and resolution

‣ jet-by-jet Calibration
- the ATLAS’s global sequential calibration (GS) and the track 
based improvement 
- the CMS’s jet plus track algorithm

❖ Calibration before jet clustering (“bottom-up”)
‣ the ATLAS’s global cell weighting (CSW) and local cluster 
weighting (LCW)
‣ the CMS’s particle flow

❖ Summary
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Motivation

3

 present the jet energy calibration strategies employed by 
CMS and ATLAS

 describe the data-driven measurement techniques

 bring to the surface the complexity and ambiguity of the 
jet object 

Disclaimer
this presentation does not intend to compare the 

performance of ATLAS and CMS experiments
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(I) Basic Principles
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JOANNA WENG

Jet/MET Types in CMS  

 Calorimeter Jets                                                   Jet-Plus-Track Jets (JPT) 

Particle Flow Jets (PF)                                     Track Jets

Jets clustered from         
ECAL and HCAL
deposits (Calo Towers)
Accordingly:

Subtract average calorimeter 
response from CaloJet and 
replace it with the track 
measurement
Accordingly: 

Cluster Particle Flow objects:    
Unique list of calibrated                      
particles  “a la Generator Level”
Accordingly:

Reconstructed from tracks of                        

charged particles, independent  

from calorimetric jet measurements

=> Using different inputs allows CMS to study and constrain experimental systematics

Calo MET

Tc MET

PF MET

 Default Jet Clustering Algorithm : Anti KT with R=0.5
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The Jet Object
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A jet is the 
experimental 

signature of quarks 
and gluons
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Jet Composition
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calorimeter in the data (Section 2.2), which affects both neutral and charged hadrons in the re-

gion not covered by the tracker, and of the jet pT cut applied to a steeply falling spectrum. The

next-to-most-significant deviation is a half-a-unit shift in the distribution of the number of jet

constituents. As this variable is sensitive to the details of the fragmentation modelling, such a

small deviation can actually be seen as a remarkable achievement.

The jet constituent particles were classified into seven types: charged hadrons, photons, neutral

hadrons, electrons, muons, and electromagnetic and hadronic energy deposits in the HF. For

each reconstructed jet, the jet-component energy EX is the total energy carried by the particles of

type X contained in this jet, and the jet energy fraction RX is the fraction of the jet energy carried

by the particles of type X, RX = EX/Ejet. Figures 11a and 11b show the mean jet energy fractions

for the various particle types across detector boundaries. In the tracker-covered region, charged

hadrons were found to carry on average 65% of the jet energy, photons 25% and neutral hadrons

10%. The capability of the forward calorimeter to separate the electromagnetic and hadronic

energy deposits is not yet exploited in the particle-flow algorithm, and studies show that the

fraction of hadronic energy observed in reconstructed jets is currently overestimated, both in

the data and in the simulation.

(a) (b)

Figure 11: Reconstructed jet energy fractions as a function of pseudorapidity (a) in the data

(b) and in the simulation. From bottom to top in the central region: charged hadrons, photons,

electrons, and neutral hadrons. In the forward regions: hadronic deposits, electromagnetic

deposits.

The distributions of the jet-component energies for charged hadrons, photons, and neutral

hadrons are shown in Fig. 12, separately in the barrel and in the end-caps. The small, but

visible discrepancy in the neutral-hadron-fraction distributions, especially in the endcaps, is

yet another manifestation of the over-calibration of the hadron calorimeter in the data with

respect to the simulation.
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✦ the jet composition determines the 
jet energy response
‣ ~65% of the jet energy is carried by 
charged hadrons
‣ ~25% of the jet energy is carried by 
photons 
‣ ~10% of the jet energy is carried by 
neutral hadrons 

Jet energy composition, 
reconstructed with the 
particle flow algorithm
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Gluon vs Quark Jets
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4 6 Integrated Jet Shapes

Figure 2: Simulated charged particle multiplicity Nch (left) and charged particle transverse jet

shape δR2
(right) as a function of the jet transverse momentum corrected with the JPT algorithm

for quark, gluon and all jets for a dijet sample using the Pythia event generator.

in the figures. The distributions show detector level jet observables averaged within bins of jet

transverse momenta.

The sensitivity to parton radiation of the mean charged particle multiplicity Nch and the charged

particle transverse jet shape δR2
are shown in a Monte-Carlo simulation of QCD processes in

Fig. 2. The events are generated using Pythia6 [17] and are subject to a detailed Monte Carlo

simulation of the CMS detector and the same reconstruction that is used for data.

As expected from QCD the mean of Nch increases whereas the transverse jet shape δR2
drops as

a function of the jet transverse momentum. The difference between gluon radiation and quark

radiation is apparent for both variables. The simulated sample is dominated by gluon jets.

Figure 3 shows the measured averages of Nch and δR2
as a function of the jet transverse mo-

mentum. The statistical errors are of the order of a few percent up to about 180 GeV. Systematic

errors include a variation of the jet energy scale within the quoted uncertainty of 5% for JPT

jets. Due to migrations between bins of jet pT this leads to an error of 3% both for Nch and δR2

independent of jet pT. Tracking errors in comparison can be neglected.

The data are compared with predictions employing the Pythia and Herwig [18] event gener-

ators. Pythia version 6.409 was used with the recent tune D6T for the underlying event and

CTEQ6L1 parton densities. For HERWIG++ 2.2.0, the underlying event tune [19] was used

together with the MRST2001 parton densities. Both tunes were obtained from fits to CDF data.

In comparison to CMS data both approaches describe the charged particle multiplicity distri-

butions from the data within the quoted experimental uncertainties. At low pT the measured

jets are a few percent broader than predicted by Herwig and narrower than predicted by Pythia

for the tunes shown here.

6 Integrated Jet Shapes
Based on an integrated luminosity of 10 nb

−1
, Fig. 4 shows integrated jet shapes reconstructed

from either calorimeter jets or from tracks, where the latter are requested to be reconstructed

within a cone around axis of the calorimeter jet.

Jet shapes determined from energy depositions in the calorimeters are influenced by the non-
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Average charged 
hadron multiplicity Jet width

✦ gluon jets are different than quark jets. The differences emerge during 
the showering and fragmentation, mainly due to the larger color factor 
of the gluon Feynman diagrams. 
‣ gluon jets contain more particles
‣ gluon jets contain softer particles 
‣ gluon jets are wider 
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Calorimeter Response to Hadrons
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✦ The hadronic shower is composed of a purely electromagnetic component 
and a purely hadronic one.
✦ The calorimeter response to hadrons is usually expressed through the “e/π” 
ratio (ratio of response to the electromagnetic energy deposition over the 
response to the hadronic component). It equals the response ratio to electrons 
and pions of the same energy.
✦ The ratio “e/h” is the ratio of the electromagnetic over the the hadronic 
energy detection efficiency. This is an intrinsic property of the calorimeter.
✦ Calorimeters with e/h ~ 1 are called “compensating”.
✦ The finite energy resolution is caused by the largely fluctuating number of 
neutral hadrons in the shower. 

e

π
=

e/h

1− (1− e/h) �fem� fraction of neutral hadrons
~ln(E) dependence

intrinsic calorimetric property
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Calorimeter Response to Jets
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✦ The calorimeter response to jets is the integral of the single hadron 
response over the jet distribution.
✦ In a real experiment, the jet energy response depends on several factors:
‣ jet composition
‣ calorimeter response to hadrons
‣ noise suppression thresholds
‣ dead material in front of the calorimeter 
‣ track bending magnetic field (does not allow soft tracks to reach the 
calorimeter)

RJ = 1− (1− h/e)

�
EJ

Eo

�m−1 �
zmD(z)dz

fragmentation function

z=Eh/EJ
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Jet Energy Calibration Strategies
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✦ “Top-down” approach
(1) first reconstruct jets from various detector inputs (calorimeter towers, 
tracks, clusters, particles, etc)
(2) then derive average jet energy calibration factors (pT and η dependent)
(3) finally apply jet-by-jet corrections to improve the resolution, based on 
individual jet characteristics (charged fraction, width, associated tracks, etc)

✦ “Bottom-up” approach
(1) first calibrate separately each detector input (particle flow candidates, 
clusters, etc)
(2) then reconstruct the jets from the calibrated inputs
(3) apply small residual (average) calibration if needed
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Challenges of the Jet Energy Calibration
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❖ the calibration of the jet energy scale is a particularly 
challenging task:
✦ because of the jet nature
‣ jets are complicated composite objects, unlike the other particles which 
are elementary (electrons, muons, photons)

✦ because of the hadrons interaction with matter
‣ hadronic showers have electromagnetic, hadronic and invisible 
components

✦ because of the gluon/quark jet differences
‣ each physics sample is a unique mixture

✦ because of the inherent jet definition ambiguity
‣ particle level vs parton level
‣ dependence on the jet clustering algorithm

✦ because of the significant biases of the in-situ measurements
‣ steeply falling jet spectra
‣ finite resolution (much worse than other particles)
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(II) “Top-down” Calibration
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Monte Carlo Truth
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5.1 Performance with Jets 13
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Figure 6: Distributions of (prec

T
− pgen

T
)/pgen

T
for pgen

T
between 40 and 60 GeV/c (a,b) and be-

tween 300 and 400 GeV/c (c,d), as obtained from calo-jets (open histogram) and from particle-

flow jets (solid histogram) pointing to the barrel (a,c) and to the end-caps (b,d). A Gaussian is

fit to all distributions, to determine the response and the resolution.

5.1.3 Systematic uncertainties

Six kinds of systematic effects were studied so far: (i) the effect of a poor modelling of the

calorimeter response to hadrons; (ii) the effect of a poor parameterization of the calorimeter

energy resolution; (iii) the effect of a poor knowledge of the noise in the calorimeter cells, hence

of the change of energy thresholds; (iv) the effect of a global reduction of the tracking efficiency;

(v) the effect of a poor modelling of the tracking efficiency in high-energy, dense, jets; and (vi)
the effect of the flavour of the jet-initiating parton. In all these cases, the relevant parameter

values were purposely scanned over ranges much larger than the resolution expected on these

parameters at the beginning or after a few months of collision-data taking. The result of these

studies is presented here on the jet response in the barrel, but effects of the same order are seen

in the end-caps. No sizeable effects on the jet resolution were observed in any of these cases.

To estimate the consequence of the modelling of the calorimeter response to hadrons, the en-

ergy correction needed for hadrons in the data was assumed to be different from that derived

from the simulation by ±50%, both in the ECAL and the HCAL. Looking at Fig. 2, it would

correspond to correct calorimeter clusters with an energy of 100 GeV by 10% or 30% instead of

20%. This range is extreme in the sense that the available combined ECAL–HCAL test-beam

data will reduce the uncertainty on the correction to a few percent well prior to the first colli-

sion data. The consequence of such an over-conservative change on the particle-flow jet energy

scale is shown in Fig. 10 to be limited: the scale changes only by ±3% at large pT, and ±1% for
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Figure 1: Absolute jet energy correction factors CAbs derived from simulation for calorimeter,

JPT, and PFlow jets at
√

s = 7 TeV as a function of corrected jet transverse momentum.

situ calibration studies using various physics processes from LHC data. These measurements,

while currently statistically limited, provide initial confirmation for the MC truth JEC. As the

size of the calibration samples increases with increasing LHC luminosity, in-situ calibration

constants will replace those extracted from the MC truth.

In the following two sub-sections we describe the MC truth and the in-situ jet calibration stud-

ies.

4.1 Monte Carlo truth jet energy correction

Monte Carlo truth jet energy corrections are derived using PYTHIA [10] QCD events at
√

s= 7 TeV

proton-proton collisions which are further processed through a full CMS GEANT4 [11] simu-

lation of the CMS detector. In these events, we reconstruct calorimeter, JPT, and PFlow jets,

as well as particle jets from the four-momenta of the MC particles (in the following referred

to as GenJets). GenJets are matched to the calorimeter jets (or JPT / PFlow jets) in η-φ space

by requiring ∆R <0.25. For the matched jets, we study the quantity pJet
T /pGenJet

T to extract jet

calibration factors as a function of uncalibrated jet pT and η.

The MC-truth jet energy corrections as described below do not factorize out the offset correc-

tion. Rather, the offset is lumped together with the relative and absolute corrections. (Detailed

discussion about the size of the offset in the current LHC data and in MC is given in the next

section.) Following this approach, the extraction procedure has two steps: first we extract the

relative correction CRel(η, pT) by comparing the response at a given η to that of jets in the central

region |η| <1.3. In the second step, we extract the absolute correction CAbs(p�
T
) that removes

the pT dependence of the jet response, and brings it to unity. Figure 1 shows absolute correc-

tion factors CAbs as a function of corrected jet transverse momentum for the three jets types.

At low transverse momentum, calorimeter jets need to be corrected by a large multiplicative

factor (up to 2) due to non-compensating nature of the CMS calorimeters. JPT and PFlow jets

require much smaller corrections as these jets rely heavily on the tracking information.

The combined correction factor C(pT, η) multiplies each component of the jet momentum four-

vector Pµ (components indexed by µ in the following):
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✦ geometrical matching between particle jets and 
reconstructed jets
✦ average correction to the particle level
✦ fixes the scale but does not improve the resolution
✦ used for MC studies
✦ starting point for the jet calibration in data
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CMS’s Sequential Approach
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p

Reconstructed 
Jet 

Calibrated 
Jet Offset Rel: η Abs: pT 

Required

EMF Flavor Parton 

Optional

  Why a multi-step approach?
 Each sub-correction corrects for a different effect. 
 Each sub-correction can be separately studied and 

optimized.
 Easier to develop data driven methods.
 Systematic uncertainties are easier to estimate.

✦ Required corrections: 
‣ correct on average the energy scale, from detector level 
to particle level

✦ Optional corrections: 
‣ improve the energy resolution
‣ take care of sample differences (flavor)
‣ correct to parton level
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Offset Correction
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Figure 3: Offset contributions from noise-only and from noise+one pile-up: energy (left) and

pT (right) as a function of η.

We separately measure offset components arising from noise, noise + one pile-up, as well as

the total average (over the considered dataset) offset.

To estimate the noise-only contribution, we use events from random trigger, without any pre-

conditions except a beam crossing, referred to as Zero Bias trigger. In these events, we veto

the Minimum Bias trigger events. The latter require coincidence hits in the Beam Scintillating

Counters [1], which indicate pp interaction taking place in the given bunch crossing. Vetoing

the Minimum Bias trigger events gives us a pure noise sample. In this sample, we study the

variable Eoffset(η) which is the average calorimeter energy summed up inside a cone of radius

Rcone = 0.5 at a given η.

To estimate the offset from one additional interaction event, we select Minimum Bias trig-

ger events in early runs, (where the fraction of events with more than one interaction per

bunch crossing is small) and study Eoffset(η). The measured energy then can be attributed

to noise+one pile-up.

Figure 3 shows the offset Eoffset(η) for noise and noise+one pile-up. It also shows the offset
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Figure 4: Total average offset (markers): energy (left) and pT (right) as a function of η. Contri-

bution from noise-only is also shown.
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the total average (over the considered dataset) offset.

To estimate the noise-only contribution, we use events from random trigger, without any pre-

conditions except a beam crossing, referred to as Zero Bias trigger. In these events, we veto

the Minimum Bias trigger events. The latter require coincidence hits in the Beam Scintillating

Counters [1], which indicate pp interaction taking place in the given bunch crossing. Vetoing

the Minimum Bias trigger events gives us a pure noise sample. In this sample, we study the

variable Eoffset(η) which is the average calorimeter energy summed up inside a cone of radius

Rcone = 0.5 at a given η.

To estimate the offset from one additional interaction event, we select Minimum Bias trig-

ger events in early runs, (where the fraction of events with more than one interaction per

bunch crossing is small) and study Eoffset(η). The measured energy then can be attributed

to noise+one pile-up.

Figure 3 shows the offset Eoffset(η) for noise and noise+one pile-up. It also shows the offset
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Figure 4: Total average offset (markers): energy (left) and pT (right) as a function of η. Contri-

bution from noise-only is also shown.
✦ the Offset correction removes unwanted energy due to noise and pile-up
‣ allows us to have luminosity independent jet energy corrections

✦ the noise contribution is measured from Zero Bias events by vetoing the Minimum Bias trigger
✦ the overall offset is measured from inclusive Zero Bias events
✦ CAVEAT: this approach systematically underestimates the offset correction due to the zero 
suppression thresholds
‣ in a random cone, without real jet activity, soft contributions do not pass the zero suppression 
thresholds but they do in the presence of real jets. The underestimation an be as large as a factor 
of 4.

Average Energy Average pT
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✦ the jet energy response is not uniform across η
‣ the response is energy dependent. For fixed pT, jets in outer η have more energy and better 
response.
‣ the material budget in front of the calorimeters is not uniform
‣ noise and reconstruction thresholds are not uniform 

✦ uniformity in η is achieved by correcting all jets with respect to the 
average scale in the barrel (|η|<1.3)
‣ the barrel has the largest pT reach 
‣ the barrel has small response variations
‣ the barrel can be absolutely calibrated with in-situ measurements

barrel
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pdijetT =
pprobeT + pbarrelT

2

B =
pprobeT − pbarrelT

pdijetT

r =
2+ < B >

2− < B >Probe Jet

Barrel Jet

pbarrelT

pprobeT

✦ the dijet pT balance measures the relative jet energy 
response
✦ the quantity r is the least biased estimator of the 
relative response (as opposed to < probe pT / barrel pT > 
which is maximally biased)
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4.2 In-situ jet energy calibration 9

The average value of the B distribution, < B >, in a given ηprobe
and pdijet

T
bin is used to

determine the relative response

R(ηprobe
, pdijet

T
) =

2+ < B >
2− < B >

(5)

The R variable is the least biased estimator of the relative response (as opposed to e.g. pprobe
T

/pbarrel
T

which exhibits a large bias). Figure 6 shows the relative jet response for calorimeter jets, as a

function of |η| in four different raw pdijet
T

bins. Measurements of R from positive and negative

η bins are consistent within the available statistics, and are therefore combined to double the

statistics. The observed variation in |η| is biggest at low pdijet
T

bin, and reflects the transition

between barrel and endcap calorimeters at |η|=1.3, and to a much lesser extent, transition be-

tween endcap and forward calorimeters at |η|=3. Higher relative response at large values of

|η| is due to higher energies of forward jets compared to the central ones for a given value of

pT. Figures 7 and 8 show the relative response for JPT and PFlow jets as a function of |η| in

four different pdijet
T

bins. The response variations with |η| here are less reflective of calorimeter

structure, as these jets rely heavily on the CMS tracker.

Figures 6-8 also show MC expectations obtained by applying the same dijet balance technique
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Figure 6: Relative jet energy response for Calorimeter jets in various pdijet
T

bins.

8 4 Jet Energy Calibration

Offline, events are required to contain at least two jets, with one of them in the barrel region
of |η| <1.3. To enrich the sample in 2 → 2 process, the two leading jets must be azimuthally
separated by ∆φ > 2.7 rad. Furthermore, no additional jets with p3rdJet

T /pdijet
T > 0.2 are allowed.

Here pdijet
T = (pprobe

T + pbarrel
T )/2 is the average uncorrected pT of the two leading jets. Further

selection requires the reconstruction of one good primary vertex (PV) with |z(PV)| < 15 cm
and ndof(PV) ≥ 5, which means that at least four tracks are considered in the vertex fit; z(PV)
represents the position of the proton-proton collision along the beam-line and z = 0 indicates
the center of the CMS detector.

In the selected event sample we study the distribution of the balance quantity

B =
pprobe

T − pbarrel
T

pdijet
T

(4)

in bins of ηprobe and pdijet
T . To avoid trigger bias, we only use pdijet

T values above 18 GeV, 38 GeV
and 40 GeV (31 GeV, 60 GeV and 63 GeV) for calorimeter, JPT and PFlow jets, in data collected
by the dijet average trigger with 15 GeV (30 GeV) threshold. This selection of minimal pdijet

T ,
determined from data, guarantees that the efficiency of the dijet average triggers is higher than
99%. Distributions of the balance variable B for the three jet types in various representative
pdijet

T and ηprobe bins are shown in Figure 5. Data observations are compared to Monte Carlo
expectations extracted from PYTHIA QCD dijet events applying the same procedure.
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Figure 5: Distribution of balance variable B for calorimeter (top), JPT (middle) and PFlow (bot-
tom) jets in various pdijet

T , ηprobe bins.

✦ Analysis essentials
‣ bins of dijet pT (reduces the resolution bias)
‣ bins of probe jet η
‣ cut on the 3rd jet pT (not very sensitive, no 
extrapolation to 0 needed)

✦ Resolution bias
‣ leading systematic uncertainty
‣ needs to be explicitly corrected for
‣ caused by the different resolution of the 
barrel and probe jets and the steeply falling 
jet pT spectrum

✦ First CMS data
‣ bins of |η| due to limited statistics
‣ clear disagreement observed between data 
and MC in outer rapidities (consistent with 
higher single particle response)
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Figure 6: The JER as a function of the generated transverse energy, pgen
T in regions |η| <1.4 and

1.4< |η| <2.0 for raw calo jets and after ZSP+JPT corrections

4 Expected uncertainties of JER
According to the algorithm steps described in sub-sections 2.1, 2.2, 2.3 and 2.4 there are three
main sources of uncertainty on the JER:

• uncertainty due to the ZSP correction function, δ( fZSP)
• uncertainty due to the single track response in calorimeter, δ(< Ecalo

trk >)
• uncertainty due to the track finding efficiency, δ(εtrk)

fZSP, < Ecalo
trk > and εtrk are planned to be measured from collision data as described in the cor-

responding sections. Provided that the suitable trigger streams are available, the uncertainties
related to the fore mentioned sources are expected to be statistically limited. As far as the sin-
gle particle response is concerned however, additional systematic uncertainties will be present.
These are related to the selection of the isolated tracks, the accuracy of the low momentum
(< 10 GeV) track measurement and the scheme that will be employed in order to extrapolate
the measurement to higher momentum tracks (> 50 GeV).

Preliminary estimations indicate that the dominant uncertainty is due to the single particle
response in the calorimeter. Figure 9 shows the JER variation due to the uncertainty on the av-
erage value of the single particle response. Upper and bottom curves correspond to decreasing
and increasing the calorimeter response of all particles by 5%. The middle curve shows the
jet energy scale with the nominal single particle response. The quoted 5% uncertainty reflects
only the statistical accuracy that can be achieved with early data and it can be seen that it leads
to less than 2% uncertainty on the JER. According to preliminary estimates 10 pb−1 need to be
accumulated in order to reach the statistical uncertainty of � 2 % for ZSP corrections for 100
GeV jets and � 5 % uncertainty for tracks with pT=5-6 GeV.

Another possible source of uncertainty is due to the jet-track matching and is related to out-
of-cone and into-cone showering of tracks entering the calorimeter surface near the boundary
of the jet reconstruction area. By default the JPT algorithm subtracts an expected average re-

✦ the relative jet energy correction 
makes the response uniform in η but 
does not fix the absolute scale
✦ looking at the pT dependence of the 
response in the reference region (barrel)
✦ non-linearity observed
‣ in other words: the response 
depends on the pT (closer to unity as 
pT increases)

✦ absolute energy correction 
‣ restores the average scale to unity
‣ applied to all jets, although 
measured in the reference region
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JOANNA WENG

Absolute JEC: photon+jet balance

• Use photon trigger and isolated photons pT>15 GeV and |!|<1.3 

A-priori estimate of JEC uncertainty in barrel 5% for tracking-based 
jets (JPT, PFJets, track jets), 10% for CaloJets

• Method employs pT balance in back-to-back photon+jet events 
(well measured photon as a reference object)

11

✦ measures the absolute 
energy scale
✦ look for events with a 
photon and a jet, back-to-back 
in azimuth
✦ the photon scale is known 
to ~1% accuracy ⟹ absolute 
jet energy scale
✦ jets in the barrel region
✦ veto on the second jet 
✦ parton level measurement

Francesco Pandolfi Jet Energy Corrections, 24.09.10

(Not Much of an) Outline

! Today’s presentation dedicated to the study of the role of the 2nd jet

! Last meeting: data/MC agreement improves as cut on 2nd jet is tightened

! To what extent does this create problems?
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Figure 13: Response < pT/pγ
T > versus pγ

T in data and MC for calorimeter (top-left), JPT (top-
right) and PFlow (bottom) jets. MC truth response is also shown. Data/MC ratio and the one-
parameter linear fit function is shown at the bottom of the plots, together with ±5% and±10%
lines.

CAVEATS
➡ sensitivity to the second jet veto. Extrapolation 
to 0 needed (limiting statistics).
➡ contamination by QCD background



German LHC Physics School and Workshop 2010     Konstantinos Kousouris 

Z+jet pT Balance

21

✦ look for events with a Z and a jet, back-to-back in azimuth
✦ the Z pT scale is known to ~1% accuracy ⟹ absolute jet energy scale
✦ jets in the barrel region
✦ veto on the second jet
✦ parton level measurement
✦ free of QCD background ⟹ more precise measurement at low pT

✦ smaller pT range than photon+jet balancing 

4 3 Reconstructed jet response and derivation of the absolute correction

In Fig. 2 (right) we show the level of various types of backgrounds in Z reconstruction after
event selection cuts are applied. By far the largest background comes from EM-enriched QCD
processes not involving a heavy flavor quark but containing one electron. More importantly,
this background is expected to be higher in collision data because the “EM-enrichment” in
our simulated QCD sample is not fully efficient. The other notable background sources are
semileptonic decays of the charm and bottom quarks and W + jets events. Contribution from
dijet, tt̄, W+W−, and τ+τ− processes is negligibly small.

3 Reconstructed jet response and derivation of the absolute cor-
rection
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Figure 3: The ratio, pjet
T /pZ

T , in Z(→ e+e−) + jet events for 140 < pZ
T < 200 GeV/c at generator level

(dotted histogram) and at calorimeter level (solid histogram).

The pT balance between the leading jet and the Z boson, and its ability to calibrate the jet energy,
is illustrated in Fig. 3 at generator and calorimeter levels. The distribution of jet response,
pjet

T /pZ
T , for reconstructed jets is significantly below 1, due to the non-linear response of the

CMS calorimeter. The distribution of pjet
T /pZ

T for jets reconstructed from Monte Carlo particles
peaks close to 1. Since pT balance only strictly applies to a Z and a parton, the particle jet
response is not exactly one, but the difference between partons and particle level jets is small
compared to the calorimeter response. Therefore the jet response and correction is measured
from distributions of pjet

T /pZ
T , and is later adjusted to account for differences between partons

and particle level jets.

3.1 Derivation of absolute correction

To measure the absolute jet correction we first measure pjet
T /pZ

T in bins of the pT of the Z boson.
We define the jet response as the truncated mean value of pjet

T /pZ
T , including only events with

pjet
T /pZ

T within 1.5 r.m.s. of the average. We find that this definition of jet response reduces
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Figure 6: The response, pjet
T /pγ/Z

T , as a function of pγ/Z
T in the γ + jet, Z(→ µ+µ−) + jet, and Z(→ e+e−)

+ jet events.
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Figure 7: (left) Jet energy absolute correction as a function of the reconstructed jet pT obtained from
the γ + jet, Z(→ µ+µ−) + jet, and Z(→ e+e−) + jet samples. The error-bars correspond to 100 pb−1

integrated luminosity. Also overlaid is the absolute correction (dotted curve) derived from QCD dijet
Monte Carlo. The transformation function, defined in Eq. 2 of the text, is also shown for the three
samples: γ + jet (dashed curve), Z(→ µ+µ−) + jet (dotted curve), and Z(→ e+e−) + jet (solid curve).
(right) The transformation functions are blown up to show finer details.

CMS Simulation
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Figure 6: The response, pjet
T /pγ/Z

T , as a function of pγ/Z
T in the γ + jet, Z(→ µ+µ−) + jet, and Z(→ e+e−)

+ jet events.
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Figure 7: (left) Jet energy absolute correction as a function of the reconstructed jet pT obtained from
the γ + jet, Z(→ µ+µ−) + jet, and Z(→ e+e−) + jet samples. The error-bars correspond to 100 pb−1

integrated luminosity. Also overlaid is the absolute correction (dotted curve) derived from QCD dijet
Monte Carlo. The transformation function, defined in Eq. 2 of the text, is also shown for the three
samples: γ + jet (dashed curve), Z(→ µ+µ−) + jet (dotted curve), and Z(→ e+e−) + jet (solid curve).
(right) The transformation functions are blown up to show finer details.

8 4 Combining jet corrections derived from different samples

4.1 Transformation function

Before combining corrections from different samples we transform the corrections to account
for two effects. The first effect is that the measured corrections are to the parton level, and
we need corrections to the particle jet level. The second effect is the flavor composition of the
samples. The γ/Z + jet samples have significant contributions from light quark jets, while
the dijet sample is dominated by gluons. CMS has defined the absolute jet correction as the
correction that takes a jet to the particle level for the dijet sample. We derive a “transformation
function” for each sample using Monte Carlo simulation which converts it to the particle level
for the dijet sample. This involves two steps. First, we derive the absolute correction (in the
functional form of Eq. 1) using Monte Carlo truth information in dijet events. Next, we derive
the absolute correction using pT balance from a reference (say Z(→ e+e−) + jet) sample, again
in the functional form of Eq. 1. The ratio of these two corrections defines the transformation
function for the given reference sample:

f (pT) =
correction from dijet MC as a function of jet pT

correction from calibration MC sample as a function of jet pT
. (2)
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Figure 8: Combined absolute correction of the γ + jet, Z(→ µ+µ−) + jet, and Z(→ e+e−) + jet as a
function of the reconstructed jet pT . Note that the data points have been scaled by the transformation
function of Eq. 2. The dijet Monte Carlo correction (dotted curve) coincides with the data-driven com-
bined correction (solid curve).

4.2 Combining corrections

In Fig. 7 (left) we show the measured data-driven corrections for the γ + jet, Z(→ µ+µ−) +
jet, and Z(→ e+e−) + jet samples before application of the transformation function. The error
bars are the statistical uncertainties expected for 100 pb−1. The measured corrections from
Z(→ µ+µ−) + jet and Z(→ e+e−) + jet samples agree and the correction for γ + jet is similar. As
a result, the transformation functions shown in Fig. 7, which compares each of the corrections

7

 (GeV/c)/Zγ
T

p
20 100 200

/Zγ T
/p

je
t

T
Re

sp
on

se
 =

 p

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1 ) + jet-e+ e→Z(
) + jet-µ+µ →Z(

 + jetγ

CMS Preliminary
-1Ldt = 100 pb∫

Figure 6: The response, pjet
T /pγ/Z

T , as a function of pγ/Z
T in the γ + jet, Z(→ µ+µ−) + jet, and Z(→ e+e−)

+ jet events.
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Figure 7: (left) Jet energy absolute correction as a function of the reconstructed jet pT obtained from
the γ + jet, Z(→ µ+µ−) + jet, and Z(→ e+e−) + jet samples. The error-bars correspond to 100 pb−1

integrated luminosity. Also overlaid is the absolute correction (dotted curve) derived from QCD dijet
Monte Carlo. The transformation function, defined in Eq. 2 of the text, is also shown for the three
samples: γ + jet (dashed curve), Z(→ µ+µ−) + jet (dotted curve), and Z(→ e+e−) + jet (solid curve).
(right) The transformation functions are blown up to show finer details.

Transformation factors
✦ mapping to QCD flavor content
✦ from parton level to particle level
✦ event selection residuals
✦ dominant source of systematic uncertainty

CMS Simulation CMS Simulation

CMS Simulation
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RMPF = Rrecoil = 1 +
�Emiss
T · �pT,γ

(pT,γ)
2

�pT,γ + �pT,recoil = �0

Rγ�pT,γ +Rrecoil�pT,recoil = − �Emiss
T

✦ balances the photon with the full 
hadronic recoil in events with no real 
missing energy
✦ relies on the MET measurement
✦ the recoil response can be translated 
to jet response

 / 25Jet Energy Corrections, Bodrum, September 15, 2010 Mikko Voutilainen, CERN

MPF schematic
PFlow is ideal for MPF, because 
component response differences small:

charged hadrons and photons measured with 
response ~1 everywhere

neutral hadron fraction is less than 15% => 
limited response differences

low pT limitation is detector coverage |!|<5

MPF method shares systematics with pT 
balance, but is generally only sensitive to 
less than 15% of those when using PF:

parton correction:                                       
out-of-cone radiation + underlying event

secondary jets

QCD background

12

y

x

Leading jet

Out-of-
coneSecond 

jet

Soft jet(s)

Unclustered 
energy

photon

Underlying 
event (net 
outside jet)
+ offset

Beam

recoil    
recoil    )
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4.2 In-situ jet energy calibration 17
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Figure 15: MPF response in data and MC for calorimeter (top-left), JPT (top-right) and PFlow
(bottom) jets. MC truth response is also shown. Data/MC ratio and the one-parameter linear
fit function is shown at the bottom of the plots, together with ±5% and±10% lines.
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Figure 14: Distributions of MPF response in data and MC for calorimeter (left), JPT (middle)

and PFlow (right) jets in two representative pγ
T

bins.

have no intrinsic missing ET and that the photon is perfectly balanced by the hadronic recoil in

the transverse plane:

�pT
γ + �pT

recoil = 0 (6)

For reconstructed objects, this equation can be rewritten as

Rγ �pT
γ + Rrecoil �pT

recoil = −�Emiss
T (7)

where Rγ and Rrecoil are detector response to the photon and the hadronic recoil. Assuming

well calibrated photon, Rγ = 1, solving the two equation for Rrecoil gives:

Rrecoil = 1 +
�Emiss

T · �pT
gamma

(pγ
T
)2

≡ RMPF (8)

This equation forms the definition of MPF response RMPF. The extra step needed to identify

MPF response with the true jet response is Rrecoil = Rleadjet. However, it is not strictly nec-

essary that the recoil consists of only one jet, response of which we are trying to measure.

Rrecoil = Rleadjet holds to a good approximation if particles not clustered into the leading jet

have a response similar to the ones inside the jet, or these particles are in direction perpendic-

ular to the photon axis. Small response differences are tolerated as long as most of the recoil

is clustered into the leading jet. This is ensured by pjet2

T
< pjet2

T,max
cut and ∆φ cut between the

leading jet and the photon in the selected γ+jet sample. For consistency, the jet and the missing

ET are reconstructed using the same constituent types. The MPF method has been extensively

used at the Tevatron [14].

✦ better use of the available statistics than 
γ+jet pT balancing
✦ veto on second jet and extrapolation to 0 
needed (weaker dependence than γ+jet pT 
balancing)
✦ necessary conditions:
‣ MET and jet reconstruction identical
‣ jet response similar to recoil response
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Cuts dependent on η

The next set of cuts constraints the jets in terms of pseudorapidity coverage
and is sketched in figure 4.11(a):

1. |η(2. jet)| < 1.1 and |η(3. jet)| < 1.1
These cuts ensure that the second and third leading jets are in the
central barrel region of the detector. This region was chosen as it is the
easiest part of the calorimeter to calibrate in absolute terms, it contains
the largest statistics and provides the final states with the highest pT

reach.

2. |η(1. jet)| < 3.0
With this cut it is guaranteed that the leading jet is in the barrel or
endcap region.

Cuts on ∆φ

In addition to the cuts on the transverse momentum and pseudorapidity,
some additional cuts are applied to get the appropriate jet topologies. They
are sketched in figure 4.11(b).

!"#$%&

'"#$%&

("#$%&

(a) Sketch of the η−x plane showing the
constraints on the η coverage.

!"#"$

!"#$%&

'"#$%&

("#$%&

)%*+%,#
$%&

!" $%&

(b) Sketch of the pT − ∆φ
plane. ∆φ is measured with
respect to the leading jet.

Figure 4.11: Sketch of the applied angular cuts.

1. ∆φ(1. jet, 2. jet) ≥ π/2 and ∆φ(1. jet, 3. jet) ≥ π/2
By using this cut, the leading jet is always in the opposite hemisphere

✦ photon/Z+jet balancing methods cover only 
~1/3 of the available jet pT range
✦ how to check the highest jet pT?
‣ through a tuned MC

- single particle response (directly measured)
- fragmentation modeling (Pythia, Herwig++)
‣ through 3-jet pT balancing 

- statistically limited but feasible
- important biases related to the event 
selection

4.3 Extrapolation using QCD dijet MC 9

to the MC truth dijet correction, are similar to each other. For Z(→ µ+µ−) + jet, and Z(→ e+e−)
+ jet samples, the measured corrections and the transformation functions should be the same,
and the small difference likely reflects small systematic differences between the two analyses.
In this case, the application of the transformation function removes these systematic differences
in the MC analysis, in addition to adjusting for the parton and flavor issues already discussed.

Two of the major sources of systematic uncertainty in the transformation function have been
estimated in the photon + jet balance analysis [6, Figure 6]. The uncertainty on transforming
from the parton level to the particle jet level, which includes the uncertainties of hadronization
and underlying event contributions, was estimated to vary from 5% at pT = 20 GeV/c to 1%
at pT = 300 GeV/c. The uncertainty on mapping from the jet flavor in the γ + jet system to the
jet flavor in the dijet system were conservatively estimated to vary from 12% at pT = 20 GeV/c
to 1% at pT = 300 GeV/c. These estimates of the systematic uncertainty are comparable to the
size of the transformation function.

We next apply the transformation function to each data-driven correction, thus bringing them
to an equal footing in terms of flavor composition, and making them a particle level correction
appropriate for the dijet sample. In Fig. 8 we show the data-driven corrections for the γ + jet,
Z(→ µ+µ−) + jet, and Z(→ e+e−) + jet samples after multiplying by the transformation func-
tion. The solid curve in Fig. 8 shows the statistical combination of all data-driven corrections
by fitting all the points to the functional form of Eq. 1. The solid curve is in perfect agreement
with the dotted curve from MC truth in the dijet sample, as it should be by construction for the
Monte Carlo.

4.3 Extrapolation using QCD dijet MC
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Figure 9: Same as Fig. 8 for wider range of jet pT .

In Fig 9 we show the data-driven correction for an extended range of jet pT, beyond the pT
of the measured calibration samples, and up to the high jet pT, expected for 100 pb−1 of dijet
data. The fit and its statistical uncertainty are shown at both lower and higher pT than the
data, and can be compared to the correction from Monte Carlo truth for the dijet sample. The



German LHC Physics School and Workshop 2010     Konstantinos Kousouris 

Jet-by-Jet Calibration: the JPT Algorithm

26

20 5 Jet pT and position resolutions
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Figure 17: Jet pT resolution (Gaussian σ) as a function of pREF
T for four representative |η| ranges.

5.2 Jet pT resolutions from dijet asymmetry method

The asymmetry method described in this section allows jet pT resolution measurement directly
from collision data. The method exploits momentum conservation in the transverse plane of
dijet system and is based (almost) exclusively on the measured kinematics of the dijet events. It
was first developed at the DØ experiment at the Tevatron [19] and recently established at CMS
for calorimeter jets based on simulation studies [20].

To collect the dijet sample, we use Minimum Bias and dijet pT average triggers (with 15 GeV
and 30 GeV thresholds), the latter being the same triggers as the ones used in the relative
jet response measurement (Section 4.2.2). Integrated luminosity for the unprescaled dijet pT
average trigger with 30 GeV threshold corresponds to Lint = 73 nb−1.

At offline, events are required to contain at least two jets within |η| <1.4, with the leading jet
pair being azimuthally separated by ∆φ > 2.7. Any additional third jet in event is required to
have low uncorrected transverse momentum pjet3

T <pjet3
T,max. We define asymmetry variable

✦ the Jet-plus-tracks algorithm starts with a reconstructed 
calorimeter jet and improves its energy and direction measurement 
with tracker information
✦ the momentum of “out-of-cone” tracks is added to the jet energy
✦ the momentum of “in-cone” tracks is added to the jet energy and 
the average expected calorimeter deposition is subtracted
✦ key element: the single particle response
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Track-based jet corrections!

•! Improve the jet energy resolution by 
accounting for the jet-to-jet 
response dependence on track-jet 
properties after jet energy scale 
corrections!

!"#

! 

ftrk = pT
tracks" pT

jet

✦ start by reconstructed calorimeter jets, 
corrected for the average energy scale
✦ classify jets in bins of ftrk
✦ apply an average residual correction for 
each bin (not purely “jet-by-jet”)
✦ energy resolution improvement

ATLAS Simulation
ATLAS Simulation

ATLAS Simulation
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Figure 25: Distributions of pT ratios between spatially matched different types of jets: calori-

meter jet pT/PFlow jet pT (left), calorimeter jet pT/JPT jet pT (middle) and JPT jet pT/PFlow jet

pT (right).

6 Jet energy scale and resolution uncertainties and jet-by-jet com-
parison between different jet types

Current physics analyses in CMS use 10% (5%) JEC uncertainties for calorimeter jets (JPT and

PFlow jets), with the additional 2% uncertainty per unit rapidity. Results from the current

limited statistics dataset, presented in sections 4.2.1-4.2.3, indicate that these are conservative

uncertainty estimates. The 10% uncertainties are used for evaluation of the systematic errors

due to the jet resolutions effects for all three jet types. Observations from the data, presented in

Section 5.2, support this number as a reasonable estimate.

The in-situ jet calibration provides direct information about the uncertainty of the jet energy

scale. It is, however, interesting to estimate this uncertainty from the fundamental consider-

ations based on the precisions of measuring the underlying constituents inside a jet. PF jets,

which are built starting from all reconstructed particles in an event, provide a natural environ-

ment for this kind of analysis. At low pT, the scale of the transverse momentum of charged

particles is known to much better than 1% [21], and the ECAL energy scale for electromagnetic

objects is known to 1-3% [5, 22]. Studies of the calorimeter response to a single particle [5, 17]

indicate 3-5% level agreement between data and simulation in the |η| < 2.2 region. For a PFlow

jet at low pT the energy deposits in the calorimeter of its constituents are well separated and
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Figure 26: Relative calorimeter/PFlow (left), calorimeter/JPT (middle) and JPT/PFlow (right)

jet response versus PFlow jet pT.
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parison between different jet types

Current physics analyses in CMS use 10% (5%) JEC uncertainties for calorimeter jets (JPT and

PFlow jets), with the additional 2% uncertainty per unit rapidity. Results from the current

limited statistics dataset, presented in sections 4.2.1-4.2.3, indicate that these are conservative

uncertainty estimates. The 10% uncertainties are used for evaluation of the systematic errors

due to the jet resolutions effects for all three jet types. Observations from the data, presented in

Section 5.2, support this number as a reasonable estimate.
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which are built starting from all reconstructed particles in an event, provide a natural environ-

ment for this kind of analysis. At low pT, the scale of the transverse momentum of charged

particles is known to much better than 1% [21], and the ECAL energy scale for electromagnetic
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indicate 3-5% level agreement between data and simulation in the |η| < 2.2 region. For a PFlow
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Figure 26: Relative calorimeter/PFlow (left), calorimeter/JPT (middle) and JPT/PFlow (right)

jet response versus PFlow jet pT.
✦ the multiple jet reconstruction techniques allow for jet-by-jet comparisons
‣ each jet is a unique object, despite the reconstruction ambiguity
‣ geometrical matching of different jet types (same reconstruction algorithm)
‣ can help constrain the energy scale of the simpler jet types with respect to 
the more sophisticated and accurate ones

Deviation 
from unity due to 

resolution bias
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Flavor Dependence
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Flavor uncertainty
Current uncertainties are applicable for 
QCD mixture of quarks+gluons only!!

Flavor differences exceed 3% for (light) 
quarks, and differ in Herwig and Pythia

Our best effort with PFlow is only 
marginally better than ATLAS calorimetry

21

~15%
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✦ significant response variations 
observed, depending on the jet flavor
‣ light quarks are overcorrected by 
up to 12% (for the QCD mixture)

✦ sophisticated reconstruction and jet-
by-jet residual corrections reduce the 
flavor dependence to ~5%
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Sample Flavor Composition
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✦ the flavor composition depends on the physics sample
‣ QCD sample is dominated by gluon jets
‣ Z/W + jets samples are dominated by light quark jets 
‣ top quark samples contain b and light quark jets

✦ each analysis should look very careful into the flavor composition. Jet energy 
scale accuracy of ~1% can only be achieved with careful use of flavor corrections

9
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Figure 8: Fraction of the jet flavour according to the algorithmic definition in the Z plus one
jet sample. Only about 30% of the jets originate from a gluon. The error bars correspond to the
statistical uncertainty of the employed Monte Carlo events.

can be used to calibrate dijet events with data-driven Z based calibrations.

To provide calibration factors from Z boson balancing to arbitrary physics process would be
possible by determining correction factors for a pure quark and gluon sample individually.
These separated corrections factors can be determined by simulations, using the Monte Carlo
truth information. Their ratio with the full response provides the desired flavour correction,
which can be applied on the response measured from collision data using the method of Z bo-
son balancing. Having these pure correction factors in hands allows mixing the measured
response according to the mixture of light quark and gluon jets as present in physics processes
of the dedicated analysis.

6 Conclusion
We have demonstrated that a calibration of the absolute jet energy scale using Z plus jet events
becomes feasible at LHC energies. The chosen cuts provide a clean sample of events which can
be used for the method of Z boson balancing. Moreover, the systematical uncertainty related to
the cuts has been found to be small. The determination of the calibration factors is possible for
the region of 10 GeV/c < pJet

T < 250 GeV/c for an expected number of events corresponding to
an integrated luminosity of 1 fb−1. They have been derived for all jet algorithms used in CMS
and tested for their self-consistency. The deviation from unity remains smaller than 1% for
pZ

T > 65 GeV/c. To apply these calibrations to other physics processes, the varying fraction of
quark and gluon initiated jets, taken from theory predictions, has to be considered. In a future
improvement this will be handled either via a dedicated mapping to another physics process
like for example QCD di-jet production or, more generally, by providing pure quark and gluon
related correction factors.

CMS Simulation

Z+jet sample

CMS Simulation

QCD sample



Jet energy resolution (di-jet balance)!

•! pT asymmetry measured in back-to-
back di-jet events as a function of pT,3 
threshold values!

•! Fractional jet energy resolution 
obtained from the different pT,3 
thresholds is fitted and extrapolated 
to pT,3 = 0 for each pT bin!
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Measuring Resolution: Asymmetry Method
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Jet energy resolution (di-jet balance)!

•! pT asymmetry measured in back-to-
back di-jet events as a function of pT,3 
threshold values!

•! Fractional jet energy resolution 
obtained from the different pT,3 
thresholds is fitted and extrapolated 
to pT,3 = 0 for each pT bin!
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Jet energy resolution (di-jet balance)!

•! pT asymmetry measured in back-to-
back di-jet events as a function of pT,3 
threshold values!

•! Fractional jet energy resolution 
obtained from the different pT,3 
thresholds is fitted and extrapolated 
to pT,3 = 0 for each pT bin!
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✦ asymmetry method: another 
word for dijet balance
‣ applied to corrected jets

✦ analysis essentials
‣ both jets in the same η bin
‣ bins of dijet pT 
‣ jets “1” and “2” are the randomized 
two leading jets
‣ cut on the 3rd jet pT

✦ caveats
‣ only the core of the jet pT resolution 
can be measured (the dijet pT binning 
truncates the tails)
‣ very sensitive to the 3rd jet 
extrapolation to 0
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Measuring Resolution:  Other Methods
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Jet energy resolution!

!"

•! Jet energy resolution measured in-situ using di-jet balance and 
bisector techniques.!

•! The Monte Carlo simulation describes the jet energy resolution 
measured from data within 14% for jets with pT between 20 and 
80 GeV and |y|<2.8!

#$%&#'"

✦ Bisector method
‣ uses dijet events
‣ measures the variance along the bisector 
axis and the axis perpendicular to it
‣ sensitive to the third jet 

✦ γ+jet pT balance
‣ similar to energy scale measurement
‣ the only data-driven method that can 
measure the resolution tails (important for 
predicting the MET tails due to QCD)

✦ MC truth
‣ a tuned MC is needed
‣ sensitive to the fragmentation and the 
hadron shower modeling

Jet energy resolution (bisector)!

!"#

•! The imbalance transverse momentum             
is projected along an orthogonal coordinate 
system in the transverse plane:!

•! !-axis is chosen in the direction that 
bisects the two leading jets!

•! It can be shown that the variances of pT," 
and pT,! are given by:#
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Jet energy resolution (bisector)!
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(III) “Bottom-up” Calibration
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Single Particle Response
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Sample Isolated Track MC Event
EHCAL=30.4 GeV

Jets 1&2 : Δϕ≃π.

ptrk=44 GeV
ηtrk=1.23

Isolated Track

QCD MCEECAL=  0.7 GeV

4Thursday, December 10, 2009

4 4 Results

the mean energy response as a function of the track momentum in the barrel (|η| < 1.131), the

endcap (1.653 < |η| < 2.172), and the transition (1.131 < |η| < 1.653) regions. The granularity

of the detectors and background conditions are different in these three regions.
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Figure 2: Response measurements as a function of the track momentum in the three different re-

gions of the CMS calorimeter system. Data distributions for tracks with momentum between 9

and 11 GeV/c are compared with the results from the GEANT4-based simulation of minimum-

bias events.

The combined calorimeter response is measured in three different η regions. These measure-

ments for tracks of momenta between 9 and 11 GeV/c are compared with the Monte Carlo

simulation in Figure 2. A reasonable level of agreement is observed in the barrel calorimeter.

The figure shows a broader peak in the data in the endcap region (top right plot in Figure 2)

suggesting a possible discrepancy in the energy scale setting for the endcap region.

Figure 3 shows the measurement of the mean calorimeter response (combined ECAL and

HCAL) of isolated tracks, as a function of the track momentum. The measurements from the

data and minimum-bias Monte Carlo simulation samples are overlaid. The agreement is rea-

sonable between the data and Monte Carlo in the barrel and in the transition regions, while in

✦ initially measured in Test Beam 
experiments: not the same as the 
real detectors !!! 
✦ key ingredient for the hadron 
calibration
✦ looking for isolated tracks
✦ measuring the ratio Ecalo/ptrk  
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ATLAS: Local Cluster Weighting

35

Local cluster weighting calibration!

!"#

•! LCW calibration scheme allows to improve the jet energy resolution by calibrating 
clusters individually prior to jet reconstruction!

•! Discriminant to classify clusters as EM/HAD (cluster !, depth, cell E-density)!
•! Cluster weights:!

•! Hadronic response (cell E-density and cluster energy)!
•! Out-of-cluster (cluster depth and energy around the cluster)!
•! Dead material (fractional energy deposited in each calorimeter layer and 

cluster energy)!
•! 2% agreement between data and Monte Carlo simulation for the ratio of calibrated 

cluster energy over the un-calibrated cluster energy after each calibration step.  Very 
good agreement between data and simulation for all inputs to LCW.  !
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•! LCW calibration scheme allows to improve the jet energy resolution by calibrating 
clusters individually prior to jet reconstruction!

•! Discriminant to classify clusters as EM/HAD (cluster !, depth, cell E-density)!
•! Cluster weights:!

•! Hadronic response (cell E-density and cluster energy)!
•! Out-of-cluster (cluster depth and energy around the cluster)!
•! Dead material (fractional energy deposited in each calorimeter layer and 

cluster energy)!
•! 2% agreement between data and Monte Carlo simulation for the ratio of calibrated 

cluster energy over the un-calibrated cluster energy after each calibration step.  Very 
good agreement between data and simulation for all inputs to LCW.  !
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✦ individual cluster calibration, prior to jet reconstruction 
✦ clusters classified as EM or HAD with a discriminant (η, depth, cell energy 
density
✦ cluster weights
‣ hadronic response (cell energy density and cluster energy)
‣ out-of-cluster (cluster depth and energy deposited out of the cluster)
‣ dead material (fractional energy deposited in each calorimeter layer and 
cluster energy)

✦ cluster weights calculated from the MC



Jet calibration schemes!

•! Mean ratio of calibrated over un-calibrated jet energies as 
a function of calibrated jet pT:!
–! Same average corrections for all three calibration schemes!
–! Agreement between the correction factors applied to data 

and Monte Carlo is better than 2%!
–! Similar agreement in the whole rapidity range!

!"
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Jet calibration schemes!

•! Mean ratio of calibrated over un-calibrated jet energies as 
a function of calibrated jet pT:!
–! Same average corrections for all three calibration schemes!
–! Agreement between the correction factors applied to data 

and Monte Carlo is better than 2%!
–! Similar agreement in the whole rapidity range!
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ATLAS: Global Cell Weighting
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Jet energy calibration!

•! EM+JES!

–! Simple pT- and !-dependent correction applied to 
jets measured at the EM scale!

•! Global sequential calibration (GS):!

–! Add jet-by-jet information about the longitudinal and 
transverse properties of the jet!

•! Global cell weighting (GCW):!

–! Use cell weights based on cell energy density to 
compensate for the different calorimeter response 
to hadronic (low E-density) and electromagnetic 
depositions  !

•! Local cluster weighting (LCW):!

–! Use properties of topological clusters to calibrate 

them individually!

–! Cluster calibration derived from Monte Carlo 
simulations of single charged and neutral pions! !"

#$%&#'"
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.+-9"39"*+2+*+/,+"

✦ individual cell weights
‣ dependent on the cell energy density
‣ compensating for lower calorimeter 
response to hadrons
‣ compensating for energy losses in dead 
material

✦ cell weights calculated from the MC
✦ improvement of the energy resolution
✦ all calibration methods result on the same 
average correction

Jet calibration schemes!

•! Mean ratio of calibrated over un-calibrated jet energies as 
a function of calibrated jet pT:!
–! Same average corrections for all three calibration schemes!
–! Agreement between the correction factors applied to data 

and Monte Carlo is better than 2%!
–! Similar agreement in the whole rapidity range!

!"
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2.2 Calorimeter response to hadrons 3

(a) (b)

(c) (d)

Figure 2: Average raw (black) and calibrated (red) calorimeter response (a,b) and average ratio
of the calibrated calorimeter response to the track momentum (c,d) as a function of the track
momentum for charged hadrons selected in the data, in (a) the barrel and (b) the end-caps. The
diagonal (a,b) and horizontal (c,d) dotted lines indicate the perfect calibration.

Figs.2c and 2d, which show the mean value of the calibrated calorimeter response divided by
the track momentum, as a function of the latter. These small deviations at low momentum may
have several origins. A part of them are common to data and simulations, hence are due to the
methodology followed here. For example, rare photons and neutral hadrons overlapping with
the cluster(s) linked to the track can bias the mean value of E/p slightly above unity, especially
at low momentum. Another part is due to residual differences between data and fast simula-
tion (e.g., difference of e/π response ratio in the ECAL, differences in the calorimeter overall
calibration, ...) and will therefore be corrected when the calibration coefficients are determined
using the charged hadrons from the data.

The size of the data sample is now sufficient to see, hence to potentially correct, variations of
the ratio of the calorimeter response to the track momentum as a function of the latter and of
the pseudorapidity of the particle simultaneously, as shown in Fig. 3. The maps are shown sep-
arately for minimum-ionizing particles (MIPs) in the ECAL (EECAL < 0.25 GeV) and particles
interacting in the ECAL (EECAL > 0.25 GeV), as they behave differently.

Finally, the ratio of the calorimeter response in the data and the Geant-based simulation is
displayed in Fig. 4 in the barrel and the end-caps. Most of the features common to data and
simulation disappear from this ratio. The up to 5% larger response in data was identified
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1

1 Introduction
Proton–proton collisions, delivered by the Large Hadron Collider (LHC) at CERN at centre-

of-mass energies (
√

s) of 0.9 and 2.36 TeV, and recorded by the CMS detector [1] in December

2009, are used to commission the particle-flow event reconstruction algorithm [2]. So far, the

particle-flow event reconstruction had been developed and evaluated solely with simulated

events. It aims at reconstructing all stable particles in the event, i.e., electrons, muons, photons

and charged and neutral hadron from the combined information from all CMS sub-detectors,

to optimize the determination of particle types, directions and energies. The resulting list of

individual particles can then be used, as if it came from a Monte Carlo event generator, to con-

struct a variety of higher-level objects and observables such as jets, missing transverse energy

(Emiss

T
), taus, charged-lepton and photon isolation, b-jet tagging, etc.

To illustrate the capabilities of the algorithm for individual particle reconstruction, a display of

an event, recorded at
√

s = 2.36 TeV and fully reconstructed with the particle-flow techniques,

is shown in Figs. 1 and 2. In Fig. 1, the individual reconstructed particles are displayed as small

circles. The estimated missing transverse energy, defined as the vectorial sum of the transverse

energies of all reconstructed particles, is of 1.9 GeV only, which confirms the ability of the

algorithm to accurately measure the event balance in the transverse plane. The reconstructed

particles were used as input to an anti-kT jet clustering algorithm [3]. This clustering produced

three high-pT jets, well visible in Fig. 2. The transverse momentum pT of each jet was obtained

from the sum of its constituent particle momenta.

Jet 1 

pT = 22 GeV/c  

Jet 2 

pT = 42 GeV/c  

Jet 3 

pT = 38 GeV/c  

MET = 1.9 GeV  

Figure 1: Display of a particle-flow reconstructed event, recorded at 2.36 TeV, in the (η, ϕ)

view. The reconstructed particles are represented as circles with a radius proportional to their

pT. The direction of the Emiss

T
computed from all particles is drawn as a solid horizontal straight

line. The particle-based jets with pT > 20 GeV/c are shown as thinner circles representing the

extension of the jet in the (η, ϕ) coordinates.

✦ sophisticated algorithm that 
reconstructs individual particles
‣ optimal use of all sub-detectors
‣ possible due to excellent CMS 
tracker and ECAL resolution 

✦ hadrons are calibrated before jet 
clustering 
‣ calibration derived from the MC

✦ the particle flow jets reconstruct 
more than 90% of the true jet energy
‣ the residual is due to the neutrals 
and is corrected on average

✦ particle flow jets have very good 
resolution, even at low jet pT

✦ a new era in the jet reconstruction
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“No battle plan survives contact with the enemy” 
(Helmuth von Moltke the Elder)

C(pT , η) = CMC(pT , η)× Cres(pT · CMC(pT , η), η)

The first data brought a pleasant surprise: the MC truth JEC is very successful !!! 
Only a small (<10%) residual is needed !!! Needed to modify the CMS plan.
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✦ Jets are special objects due to the ambiguity of their definition. 

✦ The jet energy scale is the most important uncertainty related to jets.

✦ Despite the complexity of the task, there are many handles to achieve the jet 
calibration:
‣ multiple “in-situ” measurement techniques
‣ very accurate, modern era simulations

✦ The first CMS and ATLAS studies indicate a remarkable accuracy of the jet 
energy scale, even at startup (huge success of the detector simulations). 
‣ currently the accuracy of both experiments is better than 5%
‣ the 1% uncertainty will be achieved sooner than expected (after 20 years of 
operation, D0 reports 1% and CDF 3%)

✦ However: the jet energy scale is analysis dependent and analyzers should get 
involved in order to help derive the most suitable calibration for their sample.
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