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#### Abstract

Measurements of different physical quantities are often correlated when they are performed by the same experiment, using the same data or the same detector. Correlations may also exist between the results of different experiments, for instance if they rely on the use of the same theoretical models. All these correlations must be properly taken into account to provide the best combined estimate of each measured quantity. A procedure used to combine the correlated results of different high-energy physics experiments is reviewed in this paper.
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## 1. Introduction

Most modern high-energy physics experiments are designed to perform simultaneous measurements of different physical quantities. The various results produced by a single experiment are often correlated because they are produced using the same detector, and in some cases the same data sample. It is also common for the same physical quantities to be measured by similar techniques at more than one experiment, in some cases using detectors installed on the same accelerator facility. The results produced by different experiments may thus be significantly correlated too, if they are based on the same theoretical models or they

[^0]depend on the knowledge of a common accelerator parameter.

In order to provide the best estimate of each measured observable, it is clearly desirable to make use of all results from the different experiments. A well-known technique to combine many measurements of a single physical quantity is the best linear unbiased estimate method described in Ref. [1]. A simple approach could then be to perform as many separate combinations as there are different measured observables, using the above method in each case. In the absence of correlations between the measurements of different quantities, this would yield the "best" combined estimate of each of them, i.e. that of minimum variance. However, if the measurements of the various observables are correlated, a better approach, leading to smaller variances for the
combined results, consists in performing a joint combination of all measured quantities at the same time, making use of the complete covariance matrix of the input data and thus taking into account all correlations between them.

The purpose of this paper is to review this technique, which represents a straightforward extension to the case of multiple observables of the method described in Ref. [1] for a single physical quantity. A simple proof of the algebraic solution to the problem of finding best linear unbiased estimates for a set of correlated observables will be recalled in Section 2, in close analogy to Ref. [1]. The problem is equivalent to that of minimizing a sum of squared distances of the measurements from the combined estimates, as in the case of one observable; the minimum value of this sum, distributed as a $\chi^{2}$, can be used to assess the consistency of all input measurements, taking properly into account their correlations. While the problem can also be solved by minimizing the $\chi^{2}$ using numerical methods, it will be argued that the algebraic solution makes it easier to break down the errors on the combined estimates into individual components, representing the contributions of the different sources of uncertainty on the input measurements. In Section 3, this method will be compared to the approach of performing as many separate combinations as there are measured physical quantities, ignoring all correlations between the measurements of different observables, proving the above statement that it leads to smaller uncertainties on each combined estimate. Some features and consequences of this technique will then be discussed in Section 4 in the specific case of an ad hoc example using fictitious experimental data. Finally, conclusions will be drawn in Section 5.

The problems described above are often encountered in the context of the activities of the LEP ElectroWeak Working Group (LEPEWWG), which is responsible for combining the precision measurements of various electroweak observables performed by the LEP experiments ALEPH, DELPHI, L3 and OPAL. In several occasions, combinations of published and preliminary results of the four experiments have already been performed by the technique reviewed in this paper,
using either numerical methods, or one of the many implementations of the algebraic solution developed within the LEPEWWG. ${ }^{1}$ Examples include, amongst others: the published combinations of heavy flavour electroweak results [5] and of $Z$ boson parameters [6] measured at LEP1; the preliminary combination of $\mathrm{q} \overline{\mathrm{q}}, \mu^{+} \mu^{-}$and $\tau^{+} \tau^{-}$ cross-sections, and of $\mu^{+} \mu^{-}$and $\tau^{+} \tau^{-}$forwardbackward asymmetries, at 12 different LEP energies between 130 and 207 GeV [2]; the combinations of published [3,7] and preliminary [4] W decay branching fractions to $\mathrm{e} \nu_{\mathrm{e}}, \mu \nu_{\mu}$ and $\tau \nu_{\tau}$ from W-pair events at LEP2; the preliminary combination of W-pair production cross-sections at eight different LEP2 energies between 183 and 207 GeV [4].

## 2. The method

The technique reviewed in this paper can be applied to obtain combined estimates of $N$ distinct physical quantities, each of which has been measured by one or more experiments, under the hypothesis that all sources of errors are multivariate Gaussian distributed. It is also assumed that the total covariance matrix for the input data is positive definite, is known a priori and does not depend on the results of the measurements.

A more general discussion of this method, including its extension to the case where the input measurements are linear combinations of the observables to be determined, can be found in many textbooks on multivariate analysis (see, for example, Ref. [8]). The goal of this paper is to formulate this procedure in the language used for the combination of results produced by different high-energy physics experiments, pointing out its relevance and its properties in this context.
Estimating the input covariance matrix is one of the most delicate steps in the combination of results. This was discussed in Ref. [1] for a specific example where many measurements of a single

[^1]observable had to be combined. The case reviewed in this paper presents the extra complication that the correlations between measurements of different observables must be determined in addition to those between the many measurements of the same quantity and to the errors on the individual results. A general discussion of the techniques that may be used and of the practical difficulties that may arise in this task is, however, beyond the scope of this paper. Only the effect of the correlations between the input measurements on the combined results and on their covariance matrix will be discussed in Section 4, with the help of a few numerical examples.

### 2.1. Best linear unbiased estimates

Using Greek indices $(\alpha, \beta, \gamma, \ldots)$ and Roman indices $(i, j, k, \ldots)$ to denote observables and measurements, respectively, let $X_{\alpha}=\left\{X_{1}, \ldots, X_{N}\right\}$ be the true values of the $N$ observables and $y_{i}=$ $\left\{y_{1}, \ldots, y_{n}\right\}$ the $n$ experimental results. Let there be $n_{\alpha} \geqslant 1$ measurements for each observable $X_{\alpha}$, such that $n=\left(\sum_{\alpha=1}^{N} n_{\alpha}\right) \geqslant N$. The link between a measurement $y_{i}$ and the observable $X_{\alpha}$ it refers to will be expressed using the $(n \times N)$ matrix $\mathscr{U}$, defined by
$\mathscr{U}_{i \alpha}= \begin{cases}1 & \text { if } y_{i} \text { is a measurement of } X_{\alpha}, \\ 0 & \text { if } y_{i} \text { is not a measurement of } X_{\alpha} .\end{cases}$
Each of the $n$ rows of $\mathscr{U}$ has one and only one element equal to 1 , whereas the $\alpha$ th of the $N$ columns of $\mathscr{U}$ has $n_{\alpha}$ elements equal to 1 . As a consequence, left multiplication by the matrix $\mathscr{U}$ of the vector of observables $X$, by contraction over the index $\alpha$, singles out for every $i$ the observable $\left(\mathscr{U}_{X}\right)_{i}=\left(\sum_{\alpha=1}^{N} \mathscr{U}_{i \alpha} X_{\alpha}\right)$ measured by a given result $y_{i}$, while $\sum_{\alpha=1}^{\alpha} \mathscr{U}_{i \alpha}=1$ for every $i$. Conversely, left multiplication of the vector of measurements $y$ by the transpose matrix $\tilde{\mathscr{U}}$, by contraction over the index $i$, yields for every $\alpha$ the $\operatorname{sum}(\tilde{\mathscr{U}} y)_{\alpha}=$ ( $\sum_{i=1}^{n} \mathscr{U}_{i \alpha} y_{i}$ ) of the $n_{\alpha}$ measurements of a given observable $X_{\alpha}$. In particular, the sum of any vector quantity $V_{i}$ over the index $i$ can be rewritten as $\left(\sum_{i=1}^{n} V_{i}\right)=\sum_{\alpha=1}^{N}(\tilde{\mathscr{U}} V)_{\alpha}$ to group together the terms relative to measurements of the same observable.

Given the measurements and their $(n \times n)$ covariance matrix

$$
\begin{equation*}
\mathscr{M}_{i j}=\operatorname{cov}\left(y_{i}, y_{j}\right)=\operatorname{cov}\left(y_{j}, y_{i}\right)=\mathscr{M}_{j i} \tag{2}
\end{equation*}
$$

symmetric and positive definite, the problem consists in finding the "Best Linear Unbiased Estimates" (BLUE) of the true values $X_{\alpha}$ of the $N$ observables, i.e. their estimates $\hat{x}_{\alpha}$ such that:
(A) the $\hat{x}_{\alpha}$ are linear combinations of the input measurements $y_{i}$;
(B) the $\hat{x}_{\alpha}$ are unbiased estimates of the true values $X_{\alpha}$ of the observables;
(C) the $\hat{x}_{\alpha}$ are the best amongst all estimates of the observables compatible with points A and B, i.e. those of minimum variance.

In the presence of measurements of different physical quantities, the most general way to express condition A is
$\hat{x}_{\alpha}=\sum_{i=1}^{n} \lambda_{\alpha i} y_{i}=\sum_{\beta=1}^{N} \sum_{i=1}^{n} \lambda_{\alpha i} \mathscr{U}_{i \beta} y_{i}$,
where the estimate $\hat{x}_{\alpha}$ of observable $X_{\alpha}$ is built as a linear combination of all input results $y_{i}$, irrespective of the observable which they measure.

Condition B requests that the expectation value of each $\hat{x}_{\alpha}$ be equal to the true value of the corresponding observable, $\mathrm{E}\left[\hat{x}_{\alpha}\right]=X_{\alpha}$. Assuming that each measurement is also unbiased, i.e. $\mathrm{E}\left[\mathscr{U}_{i \beta} y_{i}\right]=\mathscr{U}_{i \beta} X_{\beta}$ for every $i$ and $\beta$, this translates into a normalization constraint for the linear weights of Eq. (3):
$\sum_{i=1}^{n} \lambda_{\alpha i} \mathscr{U}_{i \beta}=\delta_{\alpha \beta} \quad \forall \alpha, \forall \beta$,
where Kronecker's $\delta_{\alpha \beta}$ equals 1 if $\alpha=\beta$ and 0 otherwise. In other words, the $n_{\alpha}$ measurements of observable $X_{\alpha}$ contribute to $\hat{x}_{\alpha}$ with a total weight 1 , while each set of $n_{\beta}$ measurements of a different observable $X_{\beta}$, with $\beta \neq \alpha$, contributes to $\hat{x}_{\alpha}$ with a total weight 0 .

From Eqs. (2) and (3), the ( $N \times N$ ) covariance matrix for the linear estimates $\hat{x}_{\alpha}$ is simply given by
$\operatorname{cov}\left(\hat{x}_{\alpha}, \hat{x}_{\beta}\right)=\sum_{i=1}^{n} \sum_{j=1}^{n} \lambda_{\alpha i} \mu_{i j} \lambda_{\beta j}$.

The diagonal elements of this matrix represent the variances of the $\hat{x}_{\alpha}$ :
$\operatorname{var}\left(\hat{x}_{\alpha}\right)=\operatorname{cov}\left(\hat{x}_{\alpha}, \hat{x}_{\alpha}\right)=\sum_{i=1}^{n} \sum_{j=1}^{n} \lambda_{\alpha i} M_{i j} \lambda_{\alpha j}$,
i.e. the squares of their total errors. Condition C requires that the linear weights $\lambda_{\alpha i}$ be determined as those that minimize all variances in Eq. (6) under the normalization constraints given in Eq. (4). Since the weights $\lambda_{\alpha i}$ and $\lambda_{\beta i}$ for two different estimates $\hat{x}_{\alpha}$ and $\hat{x}_{\beta}$, with $\alpha \neq \beta$, never appear together in either of Eqs. (4) and (6), the minimization problem can be solved separately for the $N$ observables. For every $\alpha$, the $n$ linear weights $\lambda_{\alpha i}$ can be obtained by introducing $N$ Lagrange multipliers $K_{\alpha \beta}$, as they must satisfy $n$ differential equations under the $N$ constraints of Eq. (4). Differentiating with respect to $K_{\alpha \beta}$ and $\lambda_{\alpha i}$ the $\operatorname{sum} \quad\left[\operatorname{var}\left(\hat{x}_{\alpha}\right)+2 \sum_{\gamma=1}^{N} K_{\alpha \gamma}\left(\delta_{\alpha \gamma}-\sum_{j=1}^{n} \lambda_{\alpha j} \mathscr{U}_{j \gamma}\right)\right]$ yields
$\begin{cases}\delta_{\alpha \beta}-\sum_{j=1}^{n} \lambda_{\alpha j} \mathscr{U}_{j \beta}=0 & \forall \alpha, \\ \left(\sum_{j=1}^{n} \mathscr{M}_{i j} \lambda_{\alpha j}\right)-\left(\sum_{\gamma=1}^{N} K_{\alpha \gamma} \mathscr{U}_{i \gamma}\right)=0, & \forall \alpha, \forall i .\end{cases}$

Using $\mathscr{M}^{-1}$ to denote the inverse of the covariance, i.e. the $(n \times n)$ symmetric matrix such that $\sum_{k=1}^{n} \mathscr{M}_{i k} \mathscr{M}_{k j}^{-1}=\sum_{k=1}^{n} \mathscr{M}_{i k}^{-1} \mathscr{M}_{k j}=\delta_{i j}$, it is easy to show that the solutions to the linear system of Eq. (7) are given by $K_{\alpha \gamma}=\left(\tilde{\mathscr{U}} \cdot \mathscr{M}^{-1} \mathscr{U}\right)_{\alpha \gamma}^{-1}$ and
$\lambda_{\alpha i}=\sum_{\beta=1}^{N}\left(\tilde{\mathscr{U}} \mathscr{M}^{-1} \mathscr{U}\right)_{\alpha \beta}^{-1}\left(\tilde{\mathscr{U}} \mathscr{M}^{-1}\right)_{\beta i}$.
The coefficients $\lambda_{\alpha i}$ clearly satisfy the normalization condition in Eq. (4), since
$\sum_{i=1}^{n} \lambda_{\alpha i} \mathscr{U}_{i \gamma}=\sum_{\beta=1}^{N}\left(\tilde{\mathscr{U}} \mathscr{M}^{-1} \mathscr{U}\right)_{\alpha \beta}^{-1}\left(\tilde{\mathscr{U}} \mathscr{M}^{-1} \mathscr{U}\right)_{\beta \gamma}=\delta_{\alpha \gamma}$.

By substituting the weights of Eq. (8) into Eq. (5), the covariance between the best linear unbiased estimates $\hat{x}_{\alpha}$ is found to be
$\operatorname{cov}\left(\hat{x}_{\alpha}, \hat{x}_{\beta}\right)=\left(\tilde{\mathscr{U}} \mathscr{M}^{-1} \mathscr{U}\right)_{\alpha \beta}^{-1}$.
In deriving Eq. (8), it has been assumed that the covariance matrix $\mathscr{M}$ can be inverted, i.e. that none of the $n$ input measurements can be written
as a linear combination of the others. If two of the input measurements were $100 \%$ correlated, for instance, $\mathscr{M}$ could not be inverted as the two measurements would be redundant: one of them would bring no additional information and should then be removed from the combination. As already pointed out in Ref. [1], one must in any case be very careful in the presence of large correlations between the input measurements, i.e. if the discriminant of the covariance matrix is close to zero: in that case, the weights of Eq. (8) may be very large and the results of the combination may become unstable with respect to slight biases in the input measurements or misassessments of the covariance matrix.

### 2.2. Linear combinations of observables

It is interesting to note that the $\hat{x}_{\alpha}$, determined above as the BLUE of the $N$ measured observables $X_{\alpha}$, also represent a linear base to obtain best unbiased linear estimates of any observable which can be built as a linear combination of the $X_{\alpha}$. More precisely, if $Z$ is the true value of one such observable,
$Z=\sum_{\alpha=1}^{N} a_{\alpha} X_{\alpha}$,
with coefficients $a_{\alpha}$ fixed a priori and not all equal to 0 , the best unbiased linear estimate of $Z$ determined from the $n$ measurements $y_{i}$ of $(\mathscr{U} X)_{i}$ is
$\hat{z}=\sum_{\alpha=1}^{N} a_{\alpha} \hat{x}_{\alpha}$,
where the $\hat{x}_{\alpha}$ are those given in Section 2.1. The variance of $\hat{z}$
$\operatorname{var}(\hat{z})=\sum_{\alpha=1}^{N} \sum_{\beta=1}^{N} a_{\alpha} a_{\beta} \operatorname{cov}\left(\hat{x}_{\alpha}, \hat{x}_{\beta}\right)$
is, in fact, the minimum variance for any linear unbiased estimate of $Z$, because the covariance matrix for the $\hat{x}_{\alpha}$ is smaller than the covariance matrix of any other unbiased linear estimates of $X_{\alpha}$, as discussed more in detail in Ref. [8]. Some examples of this statement will be given in Section 4.

## 2.3. $\chi^{2}$ minimization

As in the case of a single physical quantity, the problem of finding the linear unbiased estimates of minimum variance for the $N$ observables $X_{\alpha}$ is equivalent to the problem of finding the estimates $\hat{x}_{\alpha}$ minimizing the sum

$$
\begin{align*}
S= & -2 \log \mathscr{L}=\sum_{i=1}^{n} \sum_{j=1}^{n}\left[y_{i}-(\mathscr{U} \hat{x})_{i}\right] \\
& \times \mathscr{M}_{i j}^{-1}\left[y_{j}-(\mathscr{U} \hat{x})_{j}\right] \\
= & \sum_{\alpha=1}^{N} \sum_{\beta=1}^{N} \sum_{i=1}^{n} \sum_{j=1}^{n}\left[\mathscr{U}_{i \alpha}\left(y_{i}-\hat{x}_{\alpha}\right)\right] \\
& \times \mathscr{M}_{i j}^{-1}\left[\mathscr{U}_{j \beta}\left(y_{j}-\hat{x}_{\beta}\right)\right], \tag{14}
\end{align*}
$$

which measures the "distance" of the measurements $y_{i}$ from the corresponding linear estimates $(\mathscr{U} \hat{x})_{i}$. Assuming that the experimental results $y_{i}$ are multivariate Gaussian distributed, this corresponds to maximizing the likelihood $\mathscr{L}$ that each $y_{i}$ is centred around $(\mathscr{U} \hat{x})_{i}$. By requiring that
$\frac{\partial S}{\partial \hat{x}_{\alpha}}=0 \quad \forall \alpha$,
in fact, without any a priori assumptions that the combined estimates $\hat{x}_{\alpha}$ be linear or unbiased, it can easily be proved that Eqs. (3) and (8) must hold. In particular, it is interesting to note that an exact algebraic solution exists to Eq. (15), while this is often solved using numerical methods only.

The minimum value of $S$, i.e. that calculated for the best linear unbiased estimates $\hat{x}_{\alpha}$, is an interesting quantity in itself. Assuming that all errors are Gaussian, the minimum of $S$ is distributed as a $\chi^{2}$ with $(n-N)$ degrees of freedom and can be used to assess the extent to which the individual results $y_{i}$ are consistent with the combined estimates $(\mathscr{U} \hat{x})_{i}$, i.e. with the hypothesis that they measure the same observables $(\mathscr{U} X)_{i}$.

### 2.4. Breakdown of error contributions

A good feature of the BLUE method is that it makes it very easy to break down the error matrix for the combined estimates into its individual components, such as those of statistical and systematic origin. Suppose, for instance, that $U$
independent sources of uncertainty have been identified, i.e. that the total covariance matrix $\mathscr{M}_{i j}$ for the input measurements can be written as the sum

$$
\begin{align*}
\mathscr{M}_{i j} & =\operatorname{cov}\left(y_{i}, y_{j}\right)=\sum_{u=1}^{U} \operatorname{cov}^{[u]}\left(y_{i}, y_{j}\right) \\
& =\sum_{u=1}^{U} \mathscr{M}_{i j}^{[u]} . \tag{16}
\end{align*}
$$

The individual contributions to $\mathscr{M}$ can be separately propagated to the covariance matrix for the combined estimates $\hat{x}_{\alpha}$, yielding
$\operatorname{cov}\left(\hat{x}_{\alpha}, \hat{x}_{\beta}\right)=\sum_{u=1}^{U} \operatorname{cov}^{[u]}\left(\hat{x}_{\alpha}, \hat{x}_{\beta}\right)$.
From Eq. (5), the contribution from the $u$ th error source is simply given by
$\operatorname{cov}^{[u]}\left(\hat{x}_{\alpha}, \hat{x}_{\beta}\right)=\sum_{i=1}^{n} \sum_{j=1}^{n} \lambda_{\alpha i} M_{i j}^{[u]} \lambda_{\beta j}$,
which can be computed exactly using the weights $\lambda_{\alpha i}$ of Eq. (8). The detailed breakdown of the error matrix is thus very simple to obtain if the problem is solved using the BLUE method: the weights $\lambda_{\alpha i}$ are already available for free, as they are needed to compute the central values and the total covariance matrix for the combined estimates $\hat{x}_{\alpha}$ according to Eqs. (3) and (5).

For comparison, the detailed breakdown of the error matrix can also be obtained if results are combined using a numerical approach instead of the BLUE method, although more minimizations are needed than that of the $\chi^{2}$ in Eq. (15) that yields the central values and the total covariance of the $\hat{x}_{\alpha}$. This can be achieved, for instance, by the following technique, which was used [9] for the combination of LEP heavy-flavour results described in Ref. [5]. For every $i$, a new sum $S_{\left(\Delta y_{i}\right)}$ may be built, analogous to that in Eq. (14), assuming that the value of the $i$ th input measurement is shifted by a fixed amount to $y_{i}+\Delta y_{i}$, while the values of all other $y_{j}$ (with $j \neq i$ ) are unchanged. Since the problem is linear, the differences between the $\hat{x}_{\alpha}$ and the results of the numerical minimization of $S_{\left(\Delta y_{i}\right)}$ may be used to derive, for every $i$, the $N$ derivatives $\partial \hat{x}_{\alpha} / \partial y_{i}$. From elementary error
propagation [7], the individual contributions to the covariance of $\hat{x}_{\alpha}$ and $\hat{x}_{\beta}$ may then be computed as

$$
\begin{align*}
& \operatorname{cov}^{[u]}\left(\hat{x}_{\alpha}, \hat{x}_{\beta}\right) \\
& \quad=\sum_{i=1}^{n} \sum_{j=1}^{n}\left(\frac{\partial \hat{x}_{\alpha}}{\partial y_{i}}\right)\left\{\operatorname{cov}^{[u]}\left(y_{i}, y_{j}\right)\right\}\left(\frac{\partial \hat{x}_{\beta}}{\partial y_{j}}\right) \\
& \quad=\sum_{i=1}^{n} \sum_{j=1}^{n}\left(\frac{\partial \hat{x}_{\alpha}}{\partial y_{i}}\right) \mathscr{M}_{i j}^{[u]}\left(\frac{\partial \hat{x}_{\beta}}{\partial y_{j}}\right) . \tag{19}
\end{align*}
$$

This expression is strictly equivalent to Eq. (18), because Eq. (3) implies that
$\frac{\partial \hat{x}_{\alpha}}{\partial y_{i}}=\lambda_{\alpha i} \quad \forall \alpha, \forall i$.
In other words, the advantage of the BLUE technique over a numerical approach is that it is simpler and more elegant: the weights $\lambda_{\alpha i}$ are determined a priori from matrix algebra and are then used to compute both the combined estimates and all contributions to the error matrix, whereas, when the problem is solved by numerical methods, the derivatives $\partial \hat{x}_{\alpha} / \partial y_{i}$ must be determined a posteriori, from the results of more than one numerical minimizations, and are only used to compute the detailed breakdown of the error matrix. The advantage of the numerical approach, instead, is that it is more flexible, because it can be used also when the input measurements depend on one another or when the problem is not strictly linear or Gaussian, as pointed out in Ref. [5].

## 3. Effects of the correlations between different observables

In the absence of correlations between the measurements of different observables, it is easy to show that the method described in the previous section reduces to the simple approach of finding the best estimate of each observable from its measurements alone, using the technique of Ref. [1] in each case.

Let $\mathscr{M}^{\prime}$ be the $(n \times n)$ covariance matrix to which $\mathscr{M}$ reduces when neglecting all correlations
between different observables: $\mathscr{M}_{i j}^{\prime}= \begin{cases}\mathscr{M}_{i j} & \text { if } y_{i} \text { and } y_{j} \text { measure the same } \\ \text { observable, } \\ 0 & \text { if } y_{i} \text { and } y_{j} \text { measure different } \\ \text { observables. }\end{cases}$

Assuming for simplicity that the index $i$ over the $y_{i}$ is such that the $n_{\alpha}$ measurements of the same observable $X_{\alpha}$ are grouped together and ordered for increasing values of $\alpha$, this means that $\mathscr{M}^{\prime}$ is a block-diagonal matrix with $N$ blocks, each of dimensions ( $n_{\alpha} \times n_{\alpha}$ ). Formally, Eq. (21) implies that
$\mathscr{M}_{i j}^{\prime} \mathscr{U}_{i \alpha} \mathscr{U}_{j \beta}=\mathscr{M}_{i j} \mathscr{U}_{i \alpha} \mathscr{U}_{j \beta} \delta_{\alpha \beta} \quad \forall i, \forall j, \forall \alpha, \forall \beta$,
so that $\mathscr{M}^{\prime}$ can be rewritten as

$$
\begin{align*}
\mathscr{M}_{i j}^{\prime} & =\sum_{\alpha=1}^{N} \sum_{\beta=1}^{N} \mathscr{M}_{i j}^{\prime} \mathscr{U}_{i \alpha} \mathscr{U}_{j \beta}=\sum_{\alpha=1}^{N} \mathscr{M}_{i j} \mathscr{U}_{i \alpha} \mathscr{U}_{j \alpha} \\
& =\sum_{\alpha=1}^{N}\left(\mathscr{M}^{\prime}\right)_{i j}^{(\alpha)}, \tag{23}
\end{align*}
$$

i.e. as the sum of $N$ matrices $\left(\mathscr{M}^{\prime}\right)_{i j}^{(\alpha)}=\mathscr{M}_{i j} \mathscr{U}_{i \alpha} \mathscr{U}_{j \alpha}$, each of which has all elements equal to zero except for one block of dimensions ( $n_{\alpha} \times n_{\alpha}$ ).
The inverse covariance $\mathscr{M}^{\prime-1}$ is also a blockdiagonal matrix

$$
\begin{align*}
\mathscr{M}_{i j}^{\prime-1} & =\sum_{\alpha=1}^{N} \sum_{\beta=1}^{N} \mathscr{M}_{i j}^{\prime-1} \mathscr{U}_{i \alpha} \mathscr{U}_{j \beta}=\sum_{\alpha=1}^{N} \mathscr{M}_{i j}^{\prime-1} \mathscr{U}_{i \alpha} \mathscr{U}_{j \alpha} \\
& =\sum_{\alpha=1}^{N}\left(\mathscr{M}^{\prime-1}\right)_{i j}^{(\alpha)} \tag{24}
\end{align*}
$$

because it can be written as the sum of $N$ matrices $\left(\mathscr{M}^{\prime-1}\right)_{i j}^{(\alpha)}=\mathscr{M}_{i j}^{\prime-1} \mathscr{U}_{i \alpha} \mathscr{U}_{j \alpha}$, each of which, of dimensions $(n \times n)$, has all elements equal to zero except for one $\left(n_{\alpha} \times n_{\alpha}\right)$ block which is the inverse of the corresponding block of $\left(\mathscr{M}^{\prime}\right)^{(\alpha)}$ :

$$
\begin{align*}
\sum_{k=1}^{n}\left(\mathscr{M}^{\prime-1}\right)_{i k}^{(\alpha)}\left(\mathscr{M}^{\prime}\right)_{k j}^{(\alpha)} & =\sum_{k=1}^{n}\left(\mathscr{M}^{\prime}\right)_{i k}^{(\alpha)}\left(\mathscr{M}^{\prime-1}\right)_{k j}^{(\alpha)} \\
& =\mathscr{U}_{i \alpha} \mathscr{U}_{j \alpha} \delta_{i j} . \tag{25}
\end{align*}
$$

In the absence of correlations between different observables, ( $\left.\tilde{\mathscr{U}} \mathscr{M}^{-1} \mathscr{U}\right)$ in Eq. (8) thus reduces to the $(N \times N)$ diagonal matrix ( $\left.\tilde{\mathscr{U}} \cdot \mathscr{U}^{\prime-1} \mathscr{U}\right)$, and the
best linear unbiased estimates of the $N$ observables are simply given by
$\hat{x}_{\alpha}^{\prime}=\sum_{i=1}^{n} \lambda_{\alpha i}^{\prime} y_{i}=\sum_{i=1}^{n} \mathscr{U}_{i \alpha} \lambda_{\alpha i}^{\prime} y_{i}$,
where the linear weight

$$
\begin{align*}
\lambda_{\alpha i}^{\prime} & =\frac{\left[\tilde{\mathscr{U}}\left(\mathscr{M}^{\prime-1}\right)^{(\alpha)}\right]_{\alpha i}}{\left[\tilde{\mathscr{U}}\left(\mathscr{M}^{\prime-1}\right)^{(\alpha)} \mathscr{U}\right]_{\alpha \alpha}} \\
& =\frac{\left[\sum_{j=1}^{n}\left(\mathscr{M}^{\prime-1}\right)_{j i}^{(\alpha)}\right]}{\left[\sum_{k=1}^{n} \sum_{j=1}^{n}\left(\mathscr{M}^{\prime-1}\right)_{j k}^{(\alpha)}\right]}, \tag{27}
\end{align*}
$$

with which an experimental result $y_{i}$ contributes to the BLUE of observable $X_{\alpha}$, is 0 unless $y_{i}$ is a measurement of $X_{\alpha}$. Eqs. (26) and (27) above are equivalent to Eqs. (3) and (6) of Ref. [1], proving that the method presented reduces to that of Ref. [1] if the problem is that of finding best linear unbiased estimates for $N$ uncorrelated measured observables.

Although the $\hat{x}_{\alpha}$ derived above only represent best linear unbiased estimates in the absence of correlations between different observables, it is interesting to consider them as "approximate" solutions of the BLUE problem when such correlations exist but are ignored, i.e. when the covariance matrix for the measurements is $\mathscr{M}$, but $\mathscr{M}^{\prime}$ is used in Eq. (8). In particular, provided that the $y_{i}$ are unbiased, the $\hat{x}_{\alpha}^{\prime}$ still represent unbiased estimates of the true values $X_{\alpha}$ of the observables, although not those of minimum variance. In the following section, the $\hat{x}_{\alpha}^{\prime}$ will be used to study how the properties of BLUE solutions change in the presence or in the absence of correlations between measurements of different observables. The minimum variances and $\chi^{2}$ values obtained in the two cases will be compared in Sections 3.1 and 3.2, respectively.

### 3.1. Comparison of minimum variances

As already noted in Section 2.1, the problem of determining best linear unbiased estimates for a set of $N$ observables always "diagonalizes" to that of finding the BLUE of each observable as the solution to an independent minimization problem, even when the measurements of different obser-
vables are correlated. For each $X_{\alpha}$, in particular, the unbiased linear estimate of minimum variance $\hat{x}_{\alpha}$ is obtained by minimizing the quadratic form of Eq. (6) in the $(n-N)$-dimensional linear space spanned by the $n$ weights $\lambda_{\alpha i}$, under the $N$ normalization constraints of Eq. (4). The function to minimize

$$
\begin{align*}
\operatorname{var}\left(\sum_{i=1}^{n} \lambda_{\alpha i} y_{i}\right)= & \sum_{i=1}^{n} \sum_{j=1}^{n} \lambda_{\alpha i} \mathscr{M}_{i j} \lambda_{\alpha j} \\
= & \sum_{\beta=1}^{N} \sum_{\gamma=1}^{N} \sum_{i=1}^{n} \sum_{j=1}^{n} \\
& \times \lambda_{\alpha i} \mathscr{U}_{i j} \lambda_{\alpha j} U_{i \beta} \mathscr{U}_{j \gamma} \tag{28}
\end{align*}
$$

can also be rewritten as

$$
\begin{align*}
& \operatorname{var}\left(\sum_{i=1}^{n} \lambda_{\alpha i} y_{i}\right)=\left(\sum_{i=1}^{n} \sum_{j=1}^{n} \lambda_{\alpha i} \mathscr{M}_{i j} \lambda_{\alpha j} \mathscr{U}_{i \alpha} \mathscr{U}_{j \alpha}\right) \\
& \quad+\sum_{\beta(\beta \neq \alpha)}^{1, \ldots, N}\left(\sum_{i=1}^{n} \sum_{j=1}^{n} \lambda_{\alpha i} \mathscr{M}_{i j} \lambda_{\alpha j} \mathscr{U}_{i \beta} \mathscr{U}_{j \beta}\right) \\
& \quad+\sum_{\beta, \gamma(\beta \neq \gamma)}^{1, \ldots, N}\left(\sum_{i=1}^{n} \sum_{j=1}^{n} \lambda_{\alpha i} \mathscr{M}_{i j} \lambda_{\alpha j} \mathscr{U}_{i \beta} \mathscr{U}_{j \gamma}\right), \tag{29}
\end{align*}
$$

where the $(n \times n)$ non-zero terms of Eq. (28) have been grouped into three lines containing, respectively, $\left(n_{\alpha} \times n_{\alpha}\right), \sum_{\beta}^{1, \ldots \ldots \neq \alpha)},\left(n_{\beta} \times n_{\beta}\right)$ and $\sum_{\beta, \gamma(\beta \neq \gamma)}^{1, \ldots, N}\left(n_{\beta} \times n_{\gamma}\right)$ terms. The expression above represents the functional dependence, on the coefficients $\lambda_{\alpha i}$ and the matrix $\mathscr{M}_{i j}$, of the variance of a generic linear combination ( $\sum_{i=1}^{n} \lambda_{\alpha i} y_{i}$ ) of the measurements $y_{i}$, whether or not this function is calculated at its minimum. This illustrates that the variance of the unbiased estimate $\hat{x}_{\alpha}^{\prime}$, defined by the coefficients $\lambda_{\alpha i}^{\prime}$ of Eq. (27), is the same in the presence and in the absence of correlations between different observables, i.e. whether $\mathscr{M}$ or $\mathscr{M}^{\prime}$ is used in Eq. (29). Since $\lambda_{\alpha i}^{\prime}=0$, if $y_{i}$ is not a measurement of $X_{\alpha}$, in fact, both the second and third lines are 0 and only the first remains:

$$
\begin{align*}
\operatorname{var}^{(\cdot \mu)}\left(\hat{x}_{\alpha}^{\prime}\right) & =\sum_{i=1}^{n} \sum_{j=1}^{n} \lambda_{\alpha i}^{\prime} \mathscr{M}_{i j} \lambda_{\alpha j}^{\prime} \mathscr{U}_{i \alpha} \mathscr{U}_{j \alpha} \\
& =\sum_{i=1}^{n} \sum_{j=1}^{n} \lambda_{\alpha i}^{\prime} \mathscr{U}_{i j}^{\prime} \lambda_{\alpha j}^{\prime} \mathscr{U}_{i \alpha} \mathscr{U}_{j \alpha} \\
& =\operatorname{var}^{\left(\cdot M^{\prime}\right)}\left(\hat{x}_{\alpha}^{\prime}\right) . \tag{30}
\end{align*}
$$

On the other hand, in the presence of correlations between different observables, $\hat{x}_{\alpha}$ is the unbiased linear estimate of minimum variance, so that $\operatorname{var}^{(/ / 1)}\left(\hat{x}_{\alpha}\right) \leqslant \operatorname{var}^{(/ / 1)}\left(\hat{x}_{\alpha}^{\prime}\right)$. This implies that
$\operatorname{var}^{(/ / K)}\left(\hat{x}_{\alpha}\right) \leqslant \operatorname{var}^{\left(/ M^{\prime}\right)}\left(\hat{x}_{\alpha}^{\prime}\right)$.
In other words, in the presence of correlations between measurements of different observables, whether positive or negative, the error on each combined estimate is always lower than in their absence (or, at most, equal). Neglecting these correlations leads to a loss of information, as the combined estimate for each observable $X_{\alpha}$ is built only from the $n_{\alpha}$ measurements of $X_{\alpha}$; conversely, useful information is added if the measurements of all other observables are also included. In fact, the reduction in variance is only possible thanks to the measurements of observables other than $X_{\alpha}$, and more particularly to the third line of Eq. (29), whose contribution is generally negative.

The inequality in Eq. (31) can also be understood by realizing that $\operatorname{var}^{(/ \mathcal{M})}\left(\hat{x}_{\alpha}\right)$ is the absolute minimum of the variance of Eq. (29) in the full ( $n-N$ )-dimensional linear space spanned by weights $\lambda_{\alpha i}$, under the $N$ normalization constraints of Eq. (4), while $\operatorname{var}^{\left(U^{\prime}\right)}\left(\hat{x}_{\alpha}^{\prime}\right)$ is the minimum of the same quadratic form in a smaller $\left(n_{\alpha}-1\right)$-dimensional linear subspace defined by the additional constraint that $\lambda_{i \alpha}^{\prime}=0$ if $y_{i}$ is not a measurement of $X_{\alpha}$.

In the presence of correlations between measurements of different observables, even if the variance for the "approximate" solution $\hat{x}_{\alpha}^{\prime}$ in Eq. (29) is the same whether it is computed using $\mathscr{M}$ or $\mathscr{M}^{\prime}$, all such correlations must, of course, be taken into account if one needs to analyse several observables at the same time. In particular, all correlations must be propagated to the covariances between the $\hat{x}_{\alpha}$, according to Eq. (5): this is important, for instance, to estimate the variance of a quantity which depends on more than one $\hat{x}_{\alpha}$, or if measurements of different observables are used at the same time in a theoretical framework which predicts values for them all. As discussed in Section 3.2, it is also essential to take into account these correlations to estimate the $\chi^{2}$ for the set of all input measurements, and to assess the extent to which these are compatible with one another. In
all these situations, ignoring the correlations between the measurements of different observables leads to wrong results, just like it happens in the combination of measurements of one single observable if their correlations are ignored. Some examples will be presented in Section 4.

### 3.2. Comparison of minimum $\chi^{2}$

Comparing the $\chi^{2}$ values for the combination of results in the presence and in the absence of correlations between different observables is not as easy as comparing the variances obtained in the two cases. In the presence of correlations, best linear unbiased estimates are obtained by minimizing the sum $S$ of Eq. (14). In the absence of correlations, $\mathscr{M}^{\prime}$ must be used instead of $\mathscr{M}$ and $S$ reduces to the sum $S^{\prime}=\sum_{\alpha=1}^{N}\left(S^{\prime}\right)^{(\alpha)}$ of $N$ independent terms:

$$
\begin{equation*}
\left(S^{\prime}\right)^{(\alpha)}=\sum_{i=1}^{n} \sum_{j=1}^{n}\left(y_{i}-\hat{x}_{\alpha}\right)\left(\mathscr{M}^{\prime-1}\right)_{i j}^{(\alpha)}\left(y_{j}-\hat{x}_{\alpha}\right) \tag{32}
\end{equation*}
$$

which can be separately minimized to yield the solutions $\hat{x}_{\alpha}$ given before.

Both sums $S$ and $S^{\prime}$ have well-defined meanings, but only under different circumstances, as their functional dependence on the weights $\lambda_{\alpha i}$ is not the same. The minimum values of $S$ and $S^{\prime}$, respectively, in the presence and in the absence of correlations between measurements of different observables (i.e. the values computed for the corresponding BLUE $\hat{x}_{\alpha}$ and $\hat{x}_{\alpha}^{\prime}$ ), are both distributed as a $\chi^{2}$ with $(n-N)$ degrees of freedom. It does not make sense, instead, to compute $S$ for $\hat{x}_{\alpha}^{\prime}$, or $S^{\prime}$ for $\hat{x}_{\alpha}$, as these values would not represent the minima of $S$ and $S^{\prime}$. In particular, there is no simple relationship between the $\chi^{2}$ for the BLUE combination in the absence and in the presence of correlations between measurements of different observables (i.e., between the minima of $S^{\prime}$ and $S$ ): sometimes, such correlations may impose tighter constraints on the measurements and result in larger $\chi^{2}$ values, whereas at other times the contrary may happen. While the variances of the BLUE are completely determined by the covariance matrix for the measurements (as shown for instance by

Eq. (10)), the comparison of $\chi^{2}$ values is further complicated by the fact that these values depend on the central values of the input measurements. Simple examples of these statements will be presented in Section 4.

Finally, it is interesting to note that each of the $\left(S^{\prime}\right)^{(\alpha)}$ also has a well-defined meaning, as it is obtained using only the measurements of $X_{\alpha}$ and the corresponding covariance matrix. The minimum of $\left(S^{\prime}\right)^{(\alpha)}$ is that computed for the BLUE $\hat{x}_{\alpha}^{\prime}$ and is distributed as a $\chi^{2}$ with $\left(n_{\alpha}-1\right)$ degrees of freedom. Whether or not correlations between
correlations between the four measurements in Eq. (33).

All results presented below have been obtained using the formulas derived in Section 2; the central values and total errors on $\hat{B}^{e}$ and $\hat{B}^{\tau}$ have also been cross-checked by the numerical minimization of the $\chi^{2}$ using Minuit [10]. Using the same vector notation adopted in Section 2, let $\mathscr{B}_{i}=$ $\left\{\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}, \mathscr{B}_{\mathrm{B}}^{\mathrm{e}} ; \mathscr{B}_{\mathrm{A}}^{\tau}, \mathscr{B}_{\mathrm{B}}^{\tau}\right\}$ and $B_{\alpha}=\left\{B^{\mathrm{e}} ; B^{\tau}\right\}$ denote the four measurements and the true values of the two observables, respectively. The covariance matrix defined in Eq. (2) is then given explicitly by

$$
\mathscr{M}=\left(\begin{array}{llll}
\operatorname{cov}\left(\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}, \mathscr{B}_{\mathrm{A}}^{\mathrm{e}}\right) & \operatorname{cov}\left(\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}, \mathscr{B}_{\mathrm{B}}^{\mathrm{e}}\right) & \operatorname{cov}\left(\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}, \mathscr{B}_{\mathrm{A}}^{\tau}\right) & \operatorname{cov}\left(\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}, \mathscr{B}_{\mathrm{B}}^{\tau}\right)  \tag{34}\\
\operatorname{cov}\left(\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}, \mathscr{B}_{\mathrm{A}}^{\mathrm{e}}\right) & \operatorname{cov}\left(\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}, \mathscr{B}_{\mathrm{B}}^{\mathrm{e}}\right) & \operatorname{cov}\left(\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}, \mathscr{B}_{\mathrm{A}}^{\tau}\right) & \operatorname{cov}\left(\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}, \mathscr{B}_{\mathrm{B}}^{\tau}\right) \\
\operatorname{cov}\left(\mathscr{B}_{\mathrm{A}}^{\tau}, \mathscr{B}_{\mathrm{A}}^{\mathrm{e}}\right) & \operatorname{cov}\left(\mathscr{B}_{\mathrm{A}}^{\tau}, \mathscr{B}_{\mathrm{B}}^{\mathrm{e}}\right) & \operatorname{cov}\left(\mathscr{B}_{\mathrm{A}}^{\tau}, \mathscr{B}_{\mathrm{A}}^{\tau}\right) & \operatorname{cov}\left(\mathscr{B}_{\mathrm{A}}^{\tau}, \mathscr{B}_{\mathrm{B}}^{\tau}\right. \\
\operatorname{cov}\left(\mathscr{B}_{\mathrm{B}}^{\tau}, \mathscr{B}_{\mathrm{A}}^{\mathrm{e}}\right) & \operatorname{cov}\left(\mathscr{B}_{\mathrm{B}}^{\tau}, \mathscr{B}_{\mathrm{B}}^{\mathrm{e}}\right) & \operatorname{cov}\left(\mathscr{B}_{\mathrm{B}}^{\tau}, \mathscr{B}_{\mathrm{A}}^{\tau}\right) & \operatorname{cov}\left(\mathscr{B}_{\mathrm{B}}^{\tau}, \mathscr{B}_{\mathrm{B}}^{\tau}\right)
\end{array}\right)
$$

measurements of different observables exist, this is the correct quantity to use if one wants to measure the internal consistency of the subset of all measurements of $X_{\alpha}$ alone, ignoring the measurements of all other observables.

## 4. Examples

For the purpose of illustration, the application of the method to a fictitious example is discussed in this section. The case of two experiments A and B measuring the branching fractions of the W boson in the two decay channels to electrons, $B^{\mathrm{e}}$, and to taus, $B^{\tau}$, is considered. The problem consists in finding the best linear unbiased estimates $\hat{B}^{e}$ and $\hat{B}^{\tau}$, given the four measurements

$$
\begin{align*}
& \mathscr{B}_{\mathrm{A}}^{\mathrm{e}}=(10.50 \pm 1.00) \%, \\
& \mathscr{B}_{\mathrm{B}}^{\mathrm{e}}=(13.50 \pm 3.00) \%, \\
& \mathscr{B}_{\mathrm{A}}^{\tau}=(9.50 \pm 3.00) \%, \\
& \mathscr{B}_{\mathrm{B}}^{\tau}=(14.00 \pm 3.00) \%, \tag{33}
\end{align*}
$$

and their covariance matrix. Various examples will be presented in the following section, differing only in the assumptions made about the
and the matrix $\mathscr{U}$ of Eq. (1) by
$\mathscr{U}=\left(\begin{array}{ll}1 & 0 \\ 1 & 0 \\ 0 & 1 \\ 0 & 1\end{array}\right)$,
where $\mathscr{U}_{i \alpha}=1$ if $\mathscr{B}_{i}$ is a measurement of observable $B_{\alpha}, 0$ otherwise.

In the framework of the Standard Model, it is common $[3,4]$ to measure the branching fractions of the W boson to leptons not only in the three separate decay channels to electrons, muons and taus, but also under the (so-called "lepton universality") assumption that the three are equal, $B^{\ell}=B^{\mathrm{e}}=B^{\mu}=B^{\tau}$. In the examples considered in this section, a best linear unbiased estimate $\hat{B}^{\ell}$ will also be derived by combining the four experimental results for different channels and from different experiments, $\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}, \mathscr{B}_{\mathrm{B}}^{\mathrm{e}}, \mathscr{B}_{\mathrm{A}}^{\tau}, \mathscr{B}_{\mathrm{B}}^{\tau}$, as if they were all measurements of the same observable $B^{\ell}$. The same formulas needed for the combination without the assumption of lepton universality will be used, with the differences that the vector of observables has only one element $B_{\alpha}=\left\{B^{\prime}\right\}$ and that $\mathscr{U}$ reduces to a $(4 \times 1)$ matrix whose components are all 1 .

### 4.1. No correlations

In the absence of any correlations, the covariance matrix for the measurements listed in Eq. (33) is simply
$\mathscr{M}=\left(\begin{array}{rrrr}1.00 & 0 & 0 & 0 \\ 0 & 9.00 & 0 & 0 \\ 0 & 0 & 9.00 & 0 \\ 0 & 0 & 0 & 9.00\end{array}\right) \times 10^{-4}$.
As intuitively expected, the best linear unbiased estimates for $B^{\mathrm{e}}$ and $B^{\tau}$ are

$$
\begin{align*}
\hat{B}^{\mathrm{e}}= & \left(0.900 \times \mathscr{B}_{\mathrm{A}}^{\mathrm{e}}\right)+\left(0.100 \times \mathscr{B}_{\mathrm{B}}^{\mathrm{e}}\right) \\
& +\left(0.000 \times \mathscr{B}_{\mathrm{A}}^{\tau}\right)+\left(0.000 \times \mathscr{B}_{\mathrm{B}}^{\tau}\right), \\
\hat{B}^{\tau}= & \left(0.000 \times \mathscr{B}_{\mathrm{A}}^{\mathrm{e}}\right)+\left(0.000 \times \mathscr{B}_{\mathrm{B}}^{\mathrm{e}}\right) \\
& +\left(0.500 \times \mathscr{B}_{\mathrm{A}}^{\tau}\right)+\left(0.500 \times \mathscr{B}_{\mathrm{B}}^{\tau}\right), \tag{37}
\end{align*}
$$

where the two measurements of each branching fraction contribute only to the combined estimate for that decay channel, each with a linear weight inversely proportional to the square of its error. This leads to
$\hat{B}^{\mathrm{e}}=(10.80 \pm 0.95) \%$,
$\hat{B}^{\tau}=(11.75 \pm 2.12) \%$,
where the errors on $B^{e}$ and $B^{\tau}$ are reduced with respect to the smaller of the errors on the input measurements, by $1 / \sqrt{10 / 9} \simeq 1 / \sqrt{1.1}$ and $1 / \sqrt{2}$, respectively. The $\chi^{2}$ for the combinations are 0.90 and 1.12, respectively, for 1 degree of freedom, summing up to 2.02 for 2 degrees of freedom for the joint combination of results. The covariance between $\hat{B}^{\text {e }}$ and $\hat{B}^{\text { }}$ is, of course, 0 .

Similarly, the combination under the assumption of lepton universality yields

$$
\begin{align*}
\hat{B}^{\ell}= & \left(0.750 \times \mathscr{B}_{\mathrm{A}}^{\mathrm{e}}\right)+\left(0.083 \times \mathscr{B}_{\mathrm{B}}^{\mathrm{e}}\right) \\
& +\left(0.083 \times \mathscr{B}_{\mathrm{A}}^{\tau}\right)+\left(0.083 \times \mathscr{B}_{\mathrm{B}}^{\tau}\right), \tag{39}
\end{align*}
$$

where the four linear weights for $\hat{B}^{\ell}$ are inversely proportional to the squares of the errors on the four measurements. Numerically,
$\hat{B}^{\ell}=(10.96 \pm 0.87) \%$,
with a $\chi^{2}$ of 2.19 for 3 degrees of freedom.

### 4.2. Correlations between measurements of the same observable

Assume now that a $+15 \%$ correlation exists between the measurements of $B^{e}$ performed by A and $B$, for the same errors given before. This could reflect a common systematic error affecting both experiments in the same direction, for instance a theoretical uncertainty on the production crosssection for a background process in the electron channel. The covariance matrix is then
$\mathscr{M}=\left(\begin{array}{rrrr}1.00 & 0.45 & 0 & 0 \\ 0.45 & 9.00 & 0 & 0 \\ 0 & 0 & 9.00 & 0 \\ 0 & 0 & 0 & 9.00\end{array}\right) \times 10^{-4}$.
The combination of $B^{\tau}$, of course, remains unchanged, while the BLUE for $B^{\mathrm{e}}$ is now given by $\hat{B}^{\mathrm{e}}=\left(0.940 \times \mathscr{B}_{\mathrm{A}}^{\mathrm{e}}\right)+\left(0.060 \times \mathscr{B}_{\mathrm{B}}^{\mathrm{e}}\right)$,

$$
\hat{B}^{\mathrm{e}}=(10.68 \pm 0.98) \%
$$

$$
\begin{equation*}
\hat{B}^{\tau}=(11.75 \pm 2.12) \% \tag{42}
\end{equation*}
$$

The error on $\hat{B}^{e}$ is larger than the $0.95 \%$ found in the absence of correlations, because the measurements by A and B are not independent and their combination does not add as much information as required. As discussed in detail in Ref. [1], this error would be as large as that on the measurement with least variance, i.e. $1.00 \%$, in the case that the correlation were equal to $\sigma_{\mathscr{P}_{A}^{e}} / \sigma_{\mathscr{P}_{B}^{e}}=33 \%$ (indicating a common contribution of $1.00 \%$ to both $\Delta \mathscr{B}_{\mathrm{A}}^{\mathrm{e}}$ and $\Delta \mathscr{B}_{\mathrm{B}}^{\mathrm{e}}$ from a fully correlated error source), while it would decrease again for larger correlations.

The $\chi^{2}$ for combining $B^{e}$ and $B^{\tau}$ are now 0.99 and 1.12 , respectively, for 1 degree of freedom, summing up to 2.11 for 2 degrees of freedom for the joint combination. The increased $\chi^{2}$ for the combination of $B^{e}$, with respect to 0.90 in the absence of correlations, reflects the fact that the $+15 \%$ correlation makes the two measurements of $B^{e}$ less compatible with each other: the expected error on $\left(\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}-\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}\right)$ is smaller, while the same measured central values are assumed. Of course, the covariance between $\hat{B}^{\mathrm{e}}$ and $\hat{B}^{\mathrm{c}}$ is 0 also in this case.

Although this is a less frequent case, $\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}$ and $\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}$ can also be negatively correlated, for instance if the same source of systematic error affects the two measurements in opposite directions. For a $-15 \%$ correlation, the BLUE for $B^{e}$ is $\hat{B}^{\mathrm{e}}=\left(0.867 \times \mathscr{B}_{\mathrm{A}}^{\mathrm{e}}\right)+\left(0.133 \times \mathscr{B}_{\mathrm{B}}^{\mathrm{e}}\right), \quad$ or, $\quad$ numerically, $\hat{B}^{e}=(10.90 \pm 0.90) \%$. The uncertainty on $\hat{B}^{\mathrm{e}}$ is in this case smaller than the $0.95 \%$ observed in the absence of correlations, as the decrease in the error on $\left(\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}+\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}\right)$ makes it possible to better constrain the value of $B^{\mathrm{e}}$, around which both $\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}$ and $\mathscr{B}_{\mathrm{B}}^{\mathfrak{e}}$ are distributed. The $\chi^{2}$ for the combination of $B^{e}$ is also reduced, to 0.83 for 1 degree of freedom, as the worse resolution on $\left(\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}-\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}\right)$ allows the two measurements to disagree more with each other.

Similar trends to those observed for $B^{e}$ can be noted for the combinations of $B^{\ell}$ performed under the assumption of lepton universality. For a $+15 \%$ correlation between $\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}$ and $\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}$, the error on
$\hat{B}^{\ell}=(10.87 \pm 0.89) \%$,
and the $\chi^{2}$ value of 2.32 for 3 degrees of freedom are both larger than the $0.87 \%$ and 2.19 observed for no correlations. Similarly, for a $-15 \%$ correlation between $\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}$ and $\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}$, the error on $\hat{B}^{\ell}=$ $(11.03 \pm 0.83) \%$ and the $\chi^{2}$ of 2.09 for 3 degrees of freedom are smaller than those in the absence of correlations.

### 4.3. Correlations between measurements of different observables

### 4.3.1. Positive correlations

The effect of correlations between measurements of different observables is best understood by discussing a very extreme case: assume now that a $+99.5 \%$ correlation exists between the measurements of $B^{\mathrm{e}}$ and $B^{\tau}$ performed by B , while the results of $A$ and $B$ are uncorrelated. This means that experiment B can measure the difference $\left(B^{e}-B^{\tau}\right)$ with an extremely good resolution. This situation could be imagined, for instance, for an experiment with very small statistical errors, limited only by a systematic error affecting both channels in the same way. In this case, the
covariance matrix is

$$
\mathscr{M}=\left(\begin{array}{rrrr}
1.00 & 0 & 0 & 0  \tag{44}\\
0 & 9.00 & 0 & 8.96 \\
0 & 0 & 9.00 & 0 \\
0 & 8.96 & 0 & 9.00
\end{array}\right) \times 10^{-4},
$$

and the best linear unbiased estimates for $B^{e}$ and $B^{\tau}$ are found to be

$$
\begin{align*}
\hat{B}^{\mathrm{e}}= & \left(0.820 \times \mathscr{B}_{\mathrm{A}}^{\mathrm{e}}\right)+\left(0.180 \times \mathscr{B}_{\mathrm{B}}^{\mathrm{e}}\right) \\
& +\left(0.090 \times \mathscr{B}_{\mathrm{A}}^{\tau}\right)+\left(-0.090 \times \mathscr{B}_{\mathrm{B}}^{\tau}\right), \\
\hat{B}^{\tau}= & \left(0.808 \times \mathscr{B}_{\mathrm{A}}^{\mathrm{e}}\right)+\left(-0.808 \times \mathscr{B}_{\mathrm{B}}^{\mathrm{e}}\right) \\
& +\left(0.098 \times \mathscr{B}_{\mathrm{A}}^{\tau}\right)+\left(0.902 \times \mathscr{B}_{\mathrm{B}}^{\tau}\right) . \tag{45}
\end{align*}
$$

This leads to

$$
\hat{B}^{\mathrm{e}}=(10.64 \pm 0.91) \%
$$

$$
\begin{equation*}
\hat{B}^{\tau}=(11.14 \pm 0.94) \% \tag{46}
\end{equation*}
$$

where the errors on $\hat{B}^{e}$ and $\hat{B}^{\tau}$ are significantly smaller than the $0.95 \%$ and $2.12 \%$ observed in the absence of correlations. In both cases, error reduction is caused by the large negative contribution of the third line of Eq. (29).

It is particularly interesting to note that the uncertainty on $\hat{B}^{\tau}$ is now comparable to that on $\hat{B}^{e}$, and that the correlation between the two combined estimates, computed using Eq. (5), is equal to $+94.8 \%$. This indicates that the good resolution on the measurement of $\left(B^{e}-B^{\tau}\right)$ performed by experiment $B$ is fully exploited in the combination. Indeed, the difference between $\hat{B}^{e}$ and $\hat{B}^{\tau}$ in Eq. (45) is essentially dictated by that between $\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}$ and $\mathscr{B}_{\mathrm{B}}^{\tau}$, as

$$
\begin{align*}
& \left(\hat{B}^{\mathrm{e}}-\hat{B}^{\tau}\right)=\left(0.012 \times \mathscr{B}_{\mathrm{A}}^{\mathrm{e}}\right)+\left(0.988 \times \mathscr{B}_{\mathrm{B}}^{\mathrm{e}}\right) \\
& \quad+\left(-0.008 \times \mathscr{B}_{\mathrm{A}}^{\tau}\right)+\left(-0.992 \times \mathscr{B}_{\mathrm{B}}^{\tau}\right) \tag{47}
\end{align*}
$$

The uncertainty on this difference is only $0.29 \%$, much smaller than the uncertainties on either of $\hat{B}^{\text {e }}$ or $\hat{B}^{\mathrm{\tau}}$, and essentially equal to the $0.30 \%$ resolution of experiment B on $\left(B^{\mathrm{e}}-B^{\tau}\right)$. As discussed in Section 2.2 , it could actually be shown that the linear unbiased estimate of ( $B^{\mathrm{e}}-B^{\mathrm{c}}$ ) given in Eq. (47), derived from the two individual BLUE for $B^{e}$ and $B^{\tau}$, is that of minimum variance.

The $\chi^{2}$ for the combination, 1.23 for 2 degrees of freedom, is also smaller than the 2.02 obtained in the absence of correlations. As already observed in

Section 3.2, this does not depend only on the correlation between $\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}$ and $\mathscr{B}_{\mathrm{B}}^{\mathrm{\imath}}$, but also on the measured central values assumed in this example. In particular, while the large positive correlation between $\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}$ and $\mathscr{B}_{\mathrm{B}}^{\mathrm{\tau}}$ has the effect that the contribution to the $\chi^{2}$ from their difference is numerically more relevant than that from their sum, this only results in a smaller $\chi^{2}$ value than that obtained in the absence of correlations because, at the same time, the agreement between the branching ratios measured by experiments A and B is much better for their difference than for their sum. As a consequence, the contributions to the $\chi^{2}$ from the two sets of measurements by experiments A and B , which can be calculated separately in this case as there are no correlations between them, are both smaller than those obtained in the absence of correlations between $\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}$ and $\mathscr{B}_{\mathrm{B}}^{\mathrm{\tau}}$. The contribution from A is smaller because $\hat{B}^{\mathrm{e}}$ and $\hat{B}^{\tau}$ are closer to $\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}$ and $\mathscr{B}_{\mathrm{A}}^{\tau}$; the contribution from B decreases because the difference $\left(\hat{B}^{\mathrm{e}}-\hat{B}^{\tau}\right)$ remains very close to ( $\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}-\mathscr{B}_{\mathrm{B}}^{\tau}$ ) even if the worse resolution on $\left(\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}+\mathscr{B}_{\mathrm{B}}^{\tau}\right)$ allows $\hat{B}^{e}$ and $\hat{B}^{\tau}$ to move away from $\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}$ and $\mathscr{B}_{\mathrm{B}}^{\tau}$.

Not surprisingly, the effects of the large positive correlation between $\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}$ and $\mathscr{B}_{\mathrm{B}}^{\tau}$ on the results of the lepton universality fit are quite different, and no decrease in errors or in $\chi^{2}$ values is observed. The uncertainty on
$\hat{B}^{\ell}=(10.71 \pm 0.90) \%$,
and the $\chi^{2}$ value of 4.01 for 3 degrees of freedom are, instead, both larger than the $0.87 \%$ and 2.19 observed in the absence of any correlations. Since the four results $\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}, \mathscr{B}_{\mathrm{B}}^{\mathrm{e}}, \mathscr{B}_{\mathrm{A}}^{\tau}$ and $\mathscr{B}_{\mathrm{B}}^{\tau}$ are treated as if they were all measurements of the same observable $B^{\ell}$, the situation is similar to that described in Section 4.2 for a $+15 \%$ correlation between $\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}$ and $\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}$.

### 4.3.2. Negative correlations

It is important to realize that the presence of correlations between the measurements of different observables, whether positive or negative, may only decrease the error on the combined estimate of each observable, with respect to the case when such correlations are absent. This is quite different from the effects of correlations between measure-
ments of the same observable, which tend to produce opposite results when they are of opposite sign.

In the example above, let the correlation between $\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}$ and $\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}$ be equal to $-99.5 \%$. Negative correlations might, for instance, arise due to the mis-identification of an electron as a $\tau$ and vice versa, although never quite as large. While the central values of the combined estimates are of course quite different, the errors on the BLUE $\hat{B}^{e}$ and $\hat{B}^{\top}$ are found to be exactly the same as those given in Eq. (46) for the case of a $+99.5 \%$ correlation:

$$
\begin{align*}
& \hat{B}^{e}=(11.44 \pm 0.91) \% \\
& \hat{B}^{\tau}=(15.98 \pm 0.94) \% \tag{49}
\end{align*}
$$

Experiment B has in this case a good resolution on the sum of $\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}$ and $\mathscr{B}_{\mathrm{B}}^{\mathrm{c}}$, rather than on their difference, which results in a very small error of $0.29 \%$ on ( $\left.\hat{B}^{\mathrm{e}}+\hat{B}^{\mathrm{c}}\right)$ and in a correlation of $-94.8 \%$ between $\hat{B}^{\mathrm{e}}$ and $\hat{B}^{\mathrm{\tau}}$.

Even if the errors on the BLUE are the same as those observed for a $+99.5 \%$ correlation, a different trend is observed for the $\chi^{2}$ for the combination, which in that case was smaller than in the absence of correlations; as previously discussed, this is due not only to the correlations but also to the assumptions about the measured central values. For 3 degrees of freedom, the $\chi^{2}$ rises now sharply to 6.07 from the 2.02 obtained in the absence of any correlations. The increase is due to the larger $\chi^{2}$ contributions from $\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}$ and especially $\mathscr{B}_{\mathrm{A}}^{\tau}$, as $\hat{B}^{\text {e }}$ and $\hat{B}^{\tau}$ are forced to move closer to $\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}$ and $\mathscr{B}_{\mathrm{B}}^{\tau}$, far away from $\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}$ and $\mathscr{B}_{\mathrm{A}}^{\tau}$.

While the effects of a $+99.5 \%$ or $-99.5 \%$ correlation between $\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}$ and $\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}$ on the error on the BLUE are strictly the same when two independent estimates $\hat{B}^{\mathrm{e}}$ and $\hat{B}^{\tau}$ are determined, these two cases are quite different for the lepton universality fit, as these values come to represent correlations between measurements of the same observables. The uncertainty on
$\hat{B}^{\ell}=(13.67 \pm 0.15) \%$
is now much smaller than the $0.87 \%$ observed in the absence of any correlations, and corresponds essentially to the resolution on $\left(\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}+\mathscr{B}_{\mathrm{B}}^{\mathrm{c}}\right) / 2$. The $\chi^{2}$ for the fit explodes instead to 12.3 for 3 degrees
of freedom, from the 2.19 observed for no correlations: this is due to the large increases in the $\chi^{2}$ contributions from $\mathscr{B}_{\mathrm{A}}^{\tau}$ and especially $\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}$, already observed in the case of the combination without lepton universality.

### 4.3.3. Breakdown of error contributions

Although not very realistic, the two cases considered in Sections 4.3.1 and 4.3.2 are good examples to show how this method makes it easy to identify, in the errors on the BLUE, the contributions of the individual uncertainties on the input measurements. One can assume for instance that experiment B has very small statistical errors, having collected large samples of data, while it is limited by large systematic errors:

$$
\begin{align*}
\mathscr{B}_{\mathrm{A}}^{\mathrm{e}} / \% & =10.50 \pm 1.00 \text { (stat.) }, \\
\mathscr{B}_{\mathrm{B}}^{\mathrm{e}} / \% & =13.50 \pm 0.21 \text { (stat.) } \pm 2.99 \text { (syst.) }, \\
\mathscr{B}_{\mathrm{A}}^{\tau} / \% & =9.50 \pm 3.00 \text { (stat.) } \\
\mathscr{B}_{\mathrm{B}}^{\tau} / \% & =14.00 \pm 0.21 \text { (stat.) } \pm 2.99 \text { (syst.). } \tag{51}
\end{align*}
$$

One can further assume that all statistical errors are uncorrelated, while systematic errors on $\mathscr{B}_{B}^{e}$ and $\mathscr{B}_{\mathrm{B}}^{\boldsymbol{\tau}}$ are $100 \%$ positively or negatively correlated, for the two cases considered in Sections 4.3.1 and 4.3.2, respectively. The covariance matrix of Eq. (44) can then be written as the sum of two contributions from statistical and systematic errors:

$$
\begin{align*}
\frac{\mathscr{M}}{10^{-4}}= & \left(\begin{array}{cccc}
1.00 & 0 & 0 & 0 \\
0 & 0.04 & 0 & 0 \\
0 & 0 & 9.00 & 0 \\
0 & 0 & 0 & 0.04
\end{array}\right)_{\text {(stat.) }} \\
& +\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 8.96 & 0 & \pm 8.96 \\
0 & 0 & 0 & 0 \\
0 & \pm 8.96 & 0 & 8.96
\end{array}\right)_{\text {(syst.) }}, \tag{52}
\end{align*}
$$

where the first matrix could be split up further as the sum of the uncorrelated contributions from the statistical errors on the four experiments. For comparison, individual error contributions will also be computed assuming that the systematic errors in Eq. (51) are uncorrelated, i.e. for the situation considered in Section 4.1: in that case,
the two relevant covariance matrices are those given in Eq. (52), assuming that all non-diagonal terms are 0 in the second.

Computing weights according to Eq. (8), and variances according to Eq. (18), the results previously given in Eqs. (46), (38) and (49) can then be rewritten as

$$
\begin{align*}
\hat{B}^{\mathrm{e}} / \%= & 10.64 \pm 0.91=10.64 \pm 0.86 \text { (stat.) } \\
& \pm 0.27 \text { (syst.), } \\
\hat{B}^{\tau} / \%= & 11.14 \pm 0.94=11.14 \pm 0.90 \text { (stat.) } \\
& \pm 0.28 \text { (syst.) } \tag{53}
\end{align*}
$$

if the systematic errors on $\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}$ and $\mathscr{B}_{\mathrm{B}}^{\tau}$ are $100 \%$ correlated,

$$
\begin{align*}
\hat{B}^{\mathrm{e}} / \%= & 10.80 \pm 0.95=10.80 \pm 0.90 \text { (stat.) } \\
& \pm 0.30 \text { (syst.), } \\
\hat{B}^{\tau} / \%= & 11.75 \pm 2.12=11.75 \pm 1.50 \text { (stat.) } \\
& \pm 1.50 \text { (syst.) } \tag{54}
\end{align*}
$$

if they are uncorrelated, and

$$
\begin{align*}
\hat{B}^{\mathrm{e}} / \%= & 11.44 \pm 0.91=11.44 \pm 0.86 \text { (stat.) } \\
& \pm 0.27 \text { (syst.), } \\
\hat{B}^{\tau} / \%= & 15.98 \pm 0.94=15.98 \pm 0.90 \text { (stat.) } \\
& \pm 0.28 \text { (syst.) } \tag{55}
\end{align*}
$$

if the correlation between them is $-100 \%$, respectively. The statistical errors on $\hat{B}^{e}$ and $\hat{B}^{\tau}$ in Eq. (53) are highly correlated as they are dominated by the statistical error on $\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}$, which contributes with a large positive weight to the two BLUE. The same is true in Eq. (55), with the only difference that $\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}$ contributes with large weights of opposite sign to $\hat{B}^{\mathrm{e}}$ and $\hat{B}^{\tau}$, so that the correlation between their statistical errors is negative.
The comparison of Eq. (54) with Eqs. (53) and (55) shows that, in the absence of correlations between the measurements of different observables, the individual contributions to the errors on the BLUE tend to be larger as they must add up to larger total uncertainties. In particular, the statistical and systematic error contributions computed by neglecting these correlations, for instance using the formulas of Ref. [1] for the combination of one
physical quantity, cannot be used to estimate the corresponding error contributions in the presence of correlations, as they would generally result in overestimated values.

It is also interesting to compare these results to those obtained by assuming that only statistical errors are present in Eq. (51), while the systematic errors are all equal to 0 . In this case, the combination for $\hat{B}^{e}$ and $\hat{B}^{\tau}$ yields

$$
\begin{align*}
\hat{B}^{\mathrm{e}} / \%= & 13.37 \pm 0.21=13.37 \pm 0.21 \text { (stat.) } \\
& \pm 0.00 \text { (syst.) } \\
\hat{B}^{\tau} / \%= & 13.98 \pm 0.21=13.98 \pm 0.21 \text { (stat.) } \\
& \pm 0.00(\text { syst. }) \tag{56}
\end{align*}
$$

with a $\chi^{2}$ of 10.85 for 2 degrees of freedom. The resulting statistical errors on $\hat{B}^{e}$ and $\hat{B}^{\tau}$ are much smaller than the statistical contributions to the uncertainties on $\hat{B}^{e}$ and $\hat{B}^{\tau}$ in the presence of $\pm 100 \%$ correlated systematic errors, given in Eqs. (53) and (55). In other words, it is dangerous to approximate the statistical contributions to the errors on the BLUE in the presence of correlated systematic uncertainties by the "statistical errors in the absence of systematics", as this may lead to largely underestimated values for them.

As for the results of the lepton universality fits, previously given in Eqs. (48), (40) and (50), they can now be rewritten as

$$
\begin{align*}
\hat{B}^{\ell} / \%= & 10.71 \pm 0.90=10.71 \pm 0.86 \text { (stat.) } \\
& \pm 0.27 \text { (syst.) } \tag{57}
\end{align*}
$$

if the systematic errors on $\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}$ and $\mathscr{B}_{\mathrm{B}}^{\tau}$ are $100 \%$ correlated,

$$
\begin{align*}
\hat{B}^{\ell} / \%= & 10.96 \pm 0.87=10.96 \pm 0.79 \text { (stat.) } \\
& \pm 0.35 \text { (syst.) } \tag{58}
\end{align*}
$$

if they are uncorrelated, and

$$
\begin{align*}
\hat{B}^{\ell} / \%= & 13.67 \pm 0.15=13.67 \pm 0.15 \text { (stat.) } \\
& \pm 0.00 \text { (syst.) } \tag{59}
\end{align*}
$$

if the correlation between them is $-100 \%$, respectively. Under the assumption that systematic errors are equal to zero, the lepton universality
fit yields instead

$$
\begin{align*}
\hat{B}^{\ell} / \%= & 13.67 \pm 0.15=13.67 \pm 0.15 \text { (stat.) } \\
& \pm 0.00 \text { (syst.), } \tag{60}
\end{align*}
$$

with a $\chi^{2}$ of 15.04 for 3 degrees of freedom. It is not surprising that this result is essentially the same as that obtained in Eq. (59) under the assumption that the correlation between the systematic errors on $\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}$ and $\mathscr{B}_{\mathrm{B}}^{\mathrm{\tau}}$ is $-100 \%$ : in both situations, in fact, $\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}$ and $\mathscr{B}_{\mathrm{B}}^{\mathrm{C}}$ contribute to the BLUE with equal weights, so that the total systematic error contribution from the two measurements is in any case equal to zero. The linear weights for $\left(\mathscr{B}_{\mathrm{B}}^{\mathrm{e}}+\mathscr{B}_{\mathrm{B}}^{\tau}\right) / 2$, $\mathscr{B}_{\mathrm{A}}^{\mathrm{e}}$ and $\mathscr{B}_{\mathrm{A}}^{\tau}$ are thus exactly the same in Eqs. (59) and (60).

## 5. Conclusions

A "best linear unbiased estimate" method to combine correlated measurements of many different physical quantities has been reviewed. Various properties of this technique have been discussed in the general case and for the specific example of two fictitious experiments. It has been observed, in particular, that any correlations between the measurements of different observables, whether positive or negative, always result in decreasing the combined errors on each observable, with respect to the case where these are not taken into account.

The BLUE method is an analytical solution to the problem of minimizing the $\chi^{2}$ for the combination of the measurements. As such, it provides a better means of understanding the results of the combination than a numerical approach, and a simpler means of correctly estimating the individual contributions to the errors on the combined results.
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