
Status and Prospects 
of LHC Experiments

Physics Results

Gregor Herten
University of Freiburg

HGF Alliance "Terascale"

Dresden, 1. Dec. 2010



Outline

Gregor Herten           2

1. Luminosity and Detector Performance

2. Heavy Ion Physics

3. Soft QCD

4. Exclusive Hadron Decays

5. Jets

6. Electroweak and Top Physics

7. Search for New Particles

Remark:  
Material is taken from published results and LHCC presentation (17. Nov. 2010.) 



Luminosity
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24 out of 48 pb-1 delivered in one week of pp running!
Peak L of 2.1x1032 cm-2s-1; Max. average 4 interactions per BC

Error of luminosity measurement: 11%   already dominating error for many cross 
section measurements. 

In Heavy Ion Run:  Total luminosity now about 7 µb-1;   Cross section 8 barn.



Data Taking Efficiencies
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Example: LHCb

Efficiencies close to 
100%

The other LHC experiments have similar detector efficiencies:  > 90% for all
sub-detectors.  



Computing: GRID Jobs  (Example ATLAS)
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More then 1000 users. Huge increase of number of jobs. Higher than expected 
network traffic. 



ALICE Pb-Pb Collisions : Particle ID
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Detector Performance:  CMS inclusive Di-Muon
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LHCb Di-Muons
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Detector Performance:  ATLAS Transverse Missing Energy

ETmiss distribution for events with e or µ with pT>20 GeV
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Heavy Ion Physics:  ALICE event
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Multiplicities of several 1000 observed, highest about 10 000 tracks (ATLAS)  



Heavy Ion Physics:  ALICE multiplicity
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Heavy Ion Physics:  ATLAS Jet Quenching
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One expects that quarks loose energy
in dense colored quark gluon plasma 
(jet quenching). 
2-jet events at edge of QGP:
Expect high pt-jet  on one side
and broad low pt-jet on other side. 

QGP



ATLAS: Observation of  Asymmetric Jets
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FIG. 1: Event display of a highly asymmetric dijet event, with one jet with ET > 100 GeV and no evident recoiling jet, and
with high energy calorimeter cell deposits distributed over a wide azimuthal region. By selecting tracks with pT > 2.6 GeV
and applying cell thresholds in the calorimeters (ET > 700 MeV in the electromagnetic calorimeter, and E > 1 GeV in the
hadronic calorimeter) the recoil can be seen dispersed widely over azimuth.

|η| < 3.2. The hadronic calorimetry in the range |η| < 1.7
is provided by a sampling calorimeter made of steel and

scintillating tiles. In the end-caps (1.5 < |η| < 3.2),

LAr technology is also used for the hadronic calorime-

ters, matching the outer |η| limits of the electromag-

netic calorimeters. To complete the η coverage, the LAr

forward calorimeters provide both electromagnetic and

hadronic energy measurements, extending the coverage

up to |η| = 4.9. The calorimeter (η,φ) granularities are

0.1 × 0.1 for the hadronic calorimeters up to |η| = 2.5
(except for the third layer of the Tile calorimeter, which

has a segmentation of 0.2×0.1 up to |η| = 1.7), and then

0.2× 0.2 up to |η| = 4.9. The EM calorimeters are longi-

tudinally segmented into three compartments and feature

a much finer readout granularity varying by layer, with

cells as small as 0.025×0.025 extending to |η| = 2.5 in the

middle layer. In the data taking period considered, ap-

proximately 187,000 calorimeter cells (98% of the total)

were usable for event reconstruction.

The bulk of the data reported here were triggered

using coincidence signals from two sets of Minimum

Bias Trigger Scintillator (MBTS) detectors, positioned

at z = ±3.56 m, covering the full azimuth between

2.09 < |η| < 3.84 and divided into eight φ sectors and two

η sectors. Coincidences in the Zero Degree Calorimeter

and LUCID luminosity detectors were also used as pri-

mary triggers, since these detectors were far less suscep-

tible to LHC beam backgrounds. These triggers have a

large overlap and are close to fully efficient for the events

studied here.

In the offline analysis, events are required to have a

time difference between the two sets of MBTS counters

of ∆t < 3 ns and a reconstructed vertex to efficiently

reject beam-halo backgrounds. The primary vertex is

derived from the reconstructed tracks in the Inner De-

tector (ID), which covers |η| < 2.5 using silicon pixel and

strip detectors surrounded by straw tubes. These event

selection criteria have been estimated to accept over 98%

of the total lead-lead inelastic cross section.

The level of event activity or “centrality” is character-

ized using the total transverse energy (ΣET ) deposited

in the Forward Calorimeters (FCAL), which cover 3.2 <
|η| < 4.9, shown in Fig. 2. Bins are defined in centrality

according to fractions of the total lead-lead cross sec-

tion selected by the trigger and are expressed in terms of

percentiles (0-10%, 10-20%, 20-40% and 40-100%) with

0% representing the upper end of the ΣET distribution.

Previous heavy ion experiments have shown a clear cor-

relation of the ΣET with the geometry of the overlap

region of the colliding nuclei and, correspondingly, the

total event multiplicity. This is verified in the bottom

panel of Fig. 2 which shows a tight correlation between

the energy flow near mid-rapidity and the forward ΣET .

The forward ΣET is used for this analysis to avoid biasing

the centrality measurement with jets.

Jets have been reconstructed using the infrared-safe

anti-kt jet clustering algorithm [8] with the radius pa-

rameter R = 0.4. The inputs to this algorithm are “tow-

ers” of calorimeter cells of size ∆η×∆φ = 0.1× 0.1 with

the input cells weighted using energy-density dependent

factors to correct for calorimeter non-compensation and

other energy losses. Jet four-momenta are constructed

by the vectorial addition of cells, treating each cell as an

(E, �p) four-vector with zero mass.

The jets reconstructed using the anti-kt algorithm con-

tain a mix of genuine jets, as well as jet-sized patches

of the underlying event. The distinction between signal

and background jets is defined by means of a discriminant

based on the jet constituent towers, D = ET (max)/�ET �,
the ratio of the maximum tower energy over the mean

tower energy. The cut value Dcut = 5 is chosen from

simulation studies, and the results have been tested to

Many events with asymmetric di-jets are observed.  By selecting only high 
pt-tracks one can observe high pt-jet and broad low-pt jet on opposite side. 

ET = 100 GeV

pt > 2.6 GeV
and > 0.7 GeV (ECAL)
and > 1.0 GeV (HCAL)



ATLAS: Observation of  Asymmetric Jets
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Standard Model: Experimental Tests of QCD

J. Pawlowski / U. Uwer

Geometry of AA collisions – Impact parameter
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FIG. 3: (top) Dijet asymmetry distributions for data (points) and unquenched HIJING with superimposed PYTHIA dijets

(solid yellow histograms), as a function of collision centrality (left to right from peripheral to central events). Proton-proton

data from
√

s = 7 TeV, analyzed with the same jet selection, is shown as open circles. (bottom) Distribution of ∆φ, the

azimuthal angle between the two jets, for data and HIJING+PYTHIA, also as a function of centrality.

tral events a peak is visible at higher asymmetry values

(asymmetries larger than 0.6 can only exist for leading

jets substantially above the kinematic threshold of 100

GeV transverse energy). The ∆φ distributions show that

the leading and second jets are primarily back-to-back in

all centrality bins; however, a systematic increase is ob-

served in the rate of second jets at large angles relative

to the recoil direction as the events become more central.

Numerous studies have been performed to verify that

the events with large asymmetry are not produced by

backgrounds or detector effects. Detector effects primar-

ily include readout errors and local acceptance loss due to

dead channels and detector cracks. All of the jet events

in this sample were checked, and no events were flagged

as problematic. The analysis was repeated first requiring

both jets to be within |η| < 1 and |η| < 2, to see if there

is any effect related to boundaries between the calorime-

ter sections, and no change to the distribution was ob-

served. Furthermore, the highly-asymmetric dijets were

not found to populate any specific region of the calorime-

ter, indicating that no substantial fraction of produced

energy was lost in an inefficient or uncovered region.

To investigate the effect of the underlying event, the

jet radius parameter R was varied from 0.4 to 0.2 and

0.6 with the result that the large asymmetry was not re-

duced. In fact, the asymmetry increased for the smaller

radius, which would not be expected if detector effects

are dominant. The analysis was independently corrobo-

rated by a study of “track jets”, reconstructed with ID

tracks of pT > 4 GeV using the same jet algorithms. The

ID has an estimated efficiency for reconstructing charged

hadrons above pT > 1 GeV of approximately 80% in the

most peripheral events (the same as that found in 7 TeV

proton-proton operation) and 70% in the most central

events, due to the approximately 10% occupancy reached

in the silicon strips. A similar asymmetry effect is also

observed with track jets. The jet energy scale and under-

lying event subtraction were also validated by correlating

calorimeter and track-based jet measurements.

The missing ET distribution was measured for mini-

mum bias heavy ion events as a function of the total ET

deposited in the calorimeters up to about ΣET = 10 TeV.

The resolution as a function of total ET shows the same

behavior as in proton-proton collisions. None of the

events in the jet selected sample was found to have an

anomalously large missing ET .

The events containing high-pT jets were studied for the

presence of high-pT muons that could carry a large frac-

tion of the recoil energy. Fewer than 2% of the events

have a muon with pT > 10 GeV, potentially recoiling

against the leading jet, so this can not explain the preva-

lence of highly asymmetric dijet topologies in more cen-

tral events.

None of these investigations indicate that the highly-

asymmetric dijet events arise from backgrounds or

detector-related effects.

In summary, first results are presented on jet recon-

struction in lead-lead collisions, with the ATLAS detector

at the LHC. In a sample of events with a reconstructed

jet with transverse energy of 100 GeV or more, an asym-

Peripheral collisions (left): agreement with HIJING (contains no jet quenching)
Central collisions (right): strong jet quenching (large asymmetry) observed

Observation of a Centrality-Dependent Dijet Asymmetry in Lead-Lead Collisions at√
sNN = 2.76 TeV with the ATLAS Detector at the LHC

G. Aad et al. (The ATLAS Collaboration)
∗

Using the ATLAS detector, observations have been made of a centrality-dependent dijet asym-

metry in the collisions of lead ions at the Large Hadron Collider. In a sample of lead-lead events

with a per-nucleon center of mass energy of 2.76 TeV, selected with a minimum bias trigger, jets are

reconstructed in fine-grained, longitudinally-segmented electromagnetic and hadronic calorimeters.

The underlying event is measured and subtracted event-by-event, giving estimates of jet transverse

energy above the ambient background. The transverse energies of dijets in opposite hemispheres is

observed to become systematically more unbalanced with increasing event centrality leading to a

large number of events which contain highly asymmetric dijets. This is the first observation of an

enhancement of events with such large dijet asymmetries, not observed in proton-proton collisions,

which may point to an interpretation in terms of strong jet energy loss in a hot, dense medium.

PACS numbers:

Collisions of heavy ions at ultra-relativistic energies are

expected to produce an evanescent hot, dense state, with

temperatures exceeding two trillion kelvins, in which the

relevant degrees of freedom are not hadrons, but quarks

and gluons. In this medium, high-energy quarks and glu-

ons are expected to transfer energy to the medium by

multiple interactions with the ambient plasma. There is

a rich theoretical literature on in-medium QCD energy

loss extending back to Bjorken, who proposed to look

for “jet quenching” in proton-proton collisions [1]. This

work also suggested the observation of highly unbalanced

dijets when one jet is produced at the periphery of the

collision. For a comprehensive review of recent theoreti-

cal work in this area, see Ref. [2].

Single particle measurements made by RHIC experi-

ments established that high transverse momentum (pT )

hadrons are produced at rates a factor of five or more

lower than expected by assuming QCD factorization

holds in every binary collision of nucleons in the on-

coming nuclei [3, 4]. This observation is characterized

by measurements of RAA, the ratio of yields in heavy

ion collisions to proton-proton collisions, divided by the

number of binary collisions. Di-hadron measurements

also showed a clear absence of back-to-back hadron pro-

duction in more central heavy ion collisions [4], strongly

suggestive of jet suppression. The limited rapidity cover-

age of the experiment, and jet energies comparable to the

underlying event energy, prevented a stronger conclusion

being drawn from these data.

The LHC heavy ion program was foreseen to provide

an opportunity to study jet quenching at much higher

jet energies than achieved at RHIC. This letter provides

the first measurements of jet production in lead-lead col-

lisions at
√

sNN = 2.76 TeV per nucleon-nucleon col-

lision, the highest center of mass energy ever achieved

for nuclear collisions. At this energy, next-to-leading-

order QCD calculations [5] predict abundant rates of jets

above 100 GeV produced in the pseudorapidity region

|η| < 4.5 [6], which can be reconstructed by ATLAS.

The data in this paper were obtained by ATLAS during

the 2010 lead-lead run at the LHC and correspond to an

integrated luminosity of approximately 1.7 µb−1
.

For this study, the focus is on the balance between

the highest transverse energy pair of jets in events where

those jets have an azimuthal angle separation, ∆φ =

|φ1 − φ2| > π/2 to reduce contributions from multi-jet

final states. In this letter, jets with ∆φ > π/2 are la-

beled as being in opposite hemispheres. The jet energy

imbalance is expressed in terms of the asymmetry AJ ,

AJ =
ET1 − ET2

ET1 + ET2
,∆φ >

π

2
(1)

where the first jet is required to have a transverse en-

ergy ET1 > 100 GeV, and the second jet is the highest

transverse energy jet in the opposite hemisphere with

ET2 > 25 GeV. The average contribution of the under-

lying event energy is subtracted when deriving the in-

dividual jet transverse energies. The event selection is

chosen such that the first jet has high reconstruction ef-

ficiency and the second jet is above the distribution of

background fluctuations and the intrinsic soft jets asso-

ciated with the collision. Dijet events are expected to

have AJ near zero, with deviations expected from gluon

radiation falling outside the jet cone, as well as from in-

strumental effects. Energy loss in the medium could lead

to much stronger deviations in the reconstructed energy

balance.

The ATLAS detector [7] is well-suited for measuring

jets due to its large acceptance, highly segmented elec-

tromagnetic (EM) and hadronic calorimeters. These al-

low efficient reconstruction of jets over a wide range in

the region |η| < 4.5. The detector also provides precise

charged particle and muon tracking. An event display

showing the Inner Detector and calorimeter systems is

shown in Fig. 1.

Liquid argon (LAr) technology providing excellent en-

ergy and position resolution is used in the electromag-

netic calorimeter that covers the pseudorapidity range
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Table 4: Mean multiplicity for data, PYTHIA D6T, PYTHIA 8, and PHOJET for |η| < 2.4 at each
centre-of-mass energy. For data, the quoted uncertainties are first statistical, then upward and
downward systematic.

√
s (TeV) �n�

Data PYTHIA D6T PYTHIA 8 PHOJET

0.9 17.9 ± 0.1+1.1
−1.1 14.7 14.9 17.1

2.36 22.9 ± 0.5+1.6
−1.5 16.7 17.8 18.7

7 30.4 ± 0.2+2.2
−2.0 21.2 25.8 23.2
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Figure 7: The evolution of the mean charge multiplicity with the centre-of-mass energy for
|η| < 2.4, including data from lower-energy experiments for |η| < 2.5 [37, 70–72]. The data
are compared with predictions from three analytical Regge-inspired models [41–43] and from
a saturation model [44].

9 Conclusions
The charged hadron multiplicity distributions of non-single-diffractive events were measured
from an analysis of the minimum-bias datasets collected by CMS at three centre-of-mass ener-
gies:

√
s = 0.9, 2.36, and 7 TeV. The excellent tracking capabilities of the silicon pixel and strip

detectors of CMS, combined with an optimised tracking and vertexing algorithm, allow the
reconstruction of charged tracks down to pT = 100 MeV/c with high efficiency and low back-
ground contamination. A full correction for detector resolution and acceptance effects and an
extrapolation to zero transverse momentum yield measurements of the charged hadron mul-
tiplicity distribution for increasing central pseudorapidity ranges from |η| < 0.5 to |η| < 2.4,
which can be compared with models of soft-particle production and with experimental data at
lower energies.

Although some event generators provide an adequate description of Tevatron and LEP data,

8.1 Charged hadron multiplicity distributions 9
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Figure 2: The fully corrected charged hadron multiplicity spectrum for |η| < 0.5, 1.0, 1.5, 2.0,

and 2.4, (a) at
√

s = 0.9 TeV, (b) 2.36 TeV, and (c) 7 TeV, compared with other measurements in

the same η interval and at the same centre-of-mass energy [35, 36, 57, 58]. For clarity, results in

different pseudorapidity intervals are scaled by powers of 10 as given in the plots. The error

bars are the statistical and systematic uncertainties added in quadrature.

the data obtained at 7 and 2.36 TeV with respect to the data at 0.9 TeV show that the rise of the

average transverse momentum with the multiplicity is roughly energy-independent .

All previous observations seem to indicate that the Monte Carlo models produce too few parti-

cles with low transverse momenta, especially at 7 TeV. The PYTHIA models tend to compensate

for this by producing too many particles with high transverse momentum, which is related to

the modelling of semi-hard multiple-parton interactions.

Pn: Probability to find n primary 
charged particles in a min. bias event. 

NSD: Non Single Diffractive Events

Mean charged hadron multiplicity. 
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Soft QCD: Long Range Two-Particle Correlations
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Figure 7. 2-D two-particle correlation functions for 7 TeV pp (a) minimum bias events with pT >
0.1 GeV/c, (b) minimum bias events with 1 < pT < 3 GeV/c, (c) high multiplicity (Noffline

trk ≥ 110)
events with pT > 0.1 GeV/c and (d) high multiplicity (Noffline

trk ≥ 110) events with 1 < pT < 3 GeV/c.
The sharp near-side peak from jet correlations is cut off in order to better illustrate the structure
outside that region.

7 Long-range correlations in 7TeV data

The study of long-range azimuthal correlations involved generating 2-D ∆η-∆φ distribu-
tions in bins of event multiplicity and particle transverse momentum. The analysis proce-
dure was to a large extent identical with that used for the minimum bias data described
in section 4. With the addition of pT binning, both particles in the pairs used to calculate
R(∆η,∆φ) were required to be within the selected pT range. The events were divided into
bins of offline track multiplicity as outlined in table 1. In order to reach good statistics for
the highest attainable charged particle densities, only data at 7 TeV were considered.

Figure 7 compares 2-D two-particle correlation functions for minimum bias events and
high multiplicity events, for both inclusive particles and for particles in an intermediate pT

bin. The top two panels show results from minimum bias events. The correlation function
for inclusive particles with pT > 0.1 GeV/c shows the typical structure as described by
the independent cluster model. The region at ∆η ≈0 and intermediate ∆φ is dominated

– 13 –

Two-particle correlation functions

Ecms = 7 TeV

Same side correlations (ridge structure)
observed for high multiplicity events at
Δφ ≃ 0.

Most evident in the intermediate 
pt range.

Observed structure resembles 
features seen in Heavy Ion collisions.  
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Unpolarized scenario :

Transverse J/ψ flight distance 
6.5 < pJ/ψ < 10 GeV/c, 
1.6 < |y| < 2.4

12 6 Fraction of J/ψ from b-hadron decays

For the background �J/ψ distribution FBkg(�J/ψ), the functional form employed by
CDF [5] is used:

FBkg(x) = (1 − f+ − f− − fsym)R(x) +

[
f+
λ+

e−
x�

λ+ θ(x�) +
f−
λ−

e
x�

λ− θ(−x�) +

+
fsym

2λsym
e−

|x� |
λsym ]⊗ R(x� − x) , (11)

where R(x) is the resolution model mentioned above, fi (i = {+,−, sym}) are the
fractions of the three long-lived components with mean decay lengths λi, and θ(x)
is the step function. The effective parameters λi are previously determined with a fit
to the �J/ψ distribution in the sidebands of the dimuon invariant mass distribution,
defined as the regions 2.6–2.9 and 3.3–3.5 GeV/c2.

The parameter fB (b fraction) is determined in the same rapidity regions as used to present the
inclusive production cross section but some pT bins are grouped, since more events per bin are
needed to determine all fit parameters. Figure 4 shows the projection of the likelihood fits in
two sample bins. The full results are reported in Table 4, where fB has been corrected by the
prompt/non-prompt acceptances, as discussed in Section 4. The fitting procedure has been
tested in five sample bins using toy experiments, which establish reasonable goodness-of-fit
and exclude the possibility of biases in the fB determination.
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Figure 4: Projection in the �J/ψ dimension of the two-dimensional likelihood fit (in mass and �J/ψ)
in the bins 2 < pT < 4.5 GeV/c, 1.2 < |y| < 1.6 (left) and 6.5 < pT < 10 GeV/c, 1.6 < |y| < 2.4
(right), with their pull distributions (bottom).

Figure 5 shows the measured b fraction. It increases strongly with pT. At low pT, essentially all
J/ψ mesons are promptly produced, whereas at pT ∼ 12 GeV/c around one third come from

Fraction of J/ψ from B-decay measured from fit to 
decay length spectrum.
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Table 7: Differential non-prompt J/ψ cross section times the J/ψ branching ratio to dimuons,
assuming the polarization measured by the BaBar experiment [28] at the Υ(4S). The first uncer-
tainty is statistical and the second is systematic.

pJ/ψ
T BR(J/ψ → µ+µ−) · d2σnon−prompt

dpTdy
( GeV/c) (nb/ GeV/c)

|y| < 1.2
6.5 − 10.0 1.30 ± 0.08 ± 0.19
10.0 − 30.0 0.087 ± 0.024 ± 0.010

1.2 < |y| < 1.6
2.0 − 4.5 8.67 ± 1.36 ± 2.71
4.5 − 6.5 4.04 ± 0.41 ± 0.79
6.5 − 10.0 0.98 ± 0.09 ± 0.11
10.0 − 30.0 0.065 ± 0.007 ± 0.008

1.6 < |y| < 2.4
0.00 − 1.25 4.31 ± 1.59 ± 3.54
1.25 − 2.00 11.0 ± 1.8 ± 4.2
2.00 − 2.75 11.9 ± 1.4 ± 3.4
2.75 − 3.50 10.1 ± 1.1 ± 1.6
3.50 − 4.50 7.19 ± 0.65 ± 1.25
4.50 − 6.50 3.28 ± 0.24 ± 0.53
6.50 − 10.00 0.95 ± 0.07 ± 0.13
10.00 − 30.00 0.055 ± 0.005 ± 0.007

of 30% [46, 47]. At forward rapidity and low pT the calculations underestimate the measured
yield.

The non-prompt J/ψ differential production cross sections, as summarized in Table 7, have been
compared with calculations made with the Pythia and CASCADE Monte Carlo generators, and
in the FONLL framework [10]. The measured results are presented in Fig. 7 and show a good
agreement with the calculations.

8 Conclusions
We have presented the first measurement of the J/ψ production cross section in pp collisions
at

√
s = 7 TeV, based on 314 nb−1 of integrated luminosity collected by the CMS experiment

during the first months of LHC operation.

The pT differential J/ψ production cross section, in the dimuon decay channel, has been mea-
sured in three rapidity ranges, starting at zero pT for 1.6 < |y| < 2.4, at 2 GeV/c for 1.2 < |y| <
1.6, and at 6.5 GeV/c for |y| < 1.2. The measured total cross section for prompt J/ψ production
in the unpolarized scenario, in the dimuon decay channel, is

σ(pp → J/ψ + X) · BR(J/ψ → µ+µ−) = 70.9 ± 2.1(stat) ± 3.0(syst) ± 7.8(luminosity) nb ,

for transverse momenta between 6.5 and 30 GeV/c and in the rapidity range |y| < 2.4. Aside
from the luminosity contribution, the systematic uncertainty is dominated by the statistical
precision of the muon efficiency determination from data.

The measured total cross section times BR(J/ψ → µ+µ−) for J/ψ production due to b-hadron
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Figure 6: Differential prompt J/ψ production cross section, as a function of pT for the three different
rapidity intervals. The data points are compared with three different models, using the PYTHIA curve
to calculate the abscissa where they are plotted [48].

decays, for 6.5 < pT < 30 GeV/c and |y| < 2.4, is

σ(pp → bX → J/ψX) · BR(J/ψ → µ+µ−) = 26.0± 1.4 (stat)± 1.6 (syst)± 2.9 (luminosity) nb .

The differential prompt and non-prompt measurements have been compared with theoretical
calculations. A reasonable agreement is found between data and theory for the non-prompt
case while the measured prompt J/ψ cross section exceeds the expectations at forward rapidity
and low pT.
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Figure 5: σ(pp → HbX) as a function of η for the microbias (×) and triggered (•) samples,
shown displaced from the bin center and the average (+). The data are shown as points with
error bars, the MCFM model as a dashed line, and the CNFMR model as a thick solid line. The
thin upper and lower lines indicate the theoretical uncertainties on the CNFMR model. The
systematic uncertainties in the data are not included.

theories predict factors of 3.73 (MCFM), and 3.61 (CNFMR), while PYTHIA 6.4 gives
3.77. Using a factor of 3.77 for our extrapolation, we find a total bb cross-section of

σ(pp → bbX) = (284± 20± 49) µb (4)

based on the LEP fragmentation results; using the Tevatron fragmentation fractions the
result increases by 19%. The quoted systematic uncertainty does not include any contri-
bution relating to the extrapolation over the η range where LHCb has no sensitivity.

The production of b-flavoured hadrons has been measured in pp collisions in 1.8 and
1.96 TeV collisions at the Tevatron. The earlier measurements at 1.8 TeV appeared to be
higher than the NLO theoretical predictions [10]. More recent measurements by the CDF
collaboration at 1.96 TeV are consistent with the NLO theory [11]. The history has been
reviewed by Mangano [12]. Here, with a large energy increase to 7 TeV, we find that the
measured cross-section is consistent with theoretical predictions, both in normalization
and η-dependent shape.
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Figure 1: K−π+ invariant mass for “Prompt” selection criteria in 2.9 nb−1. The curve shows
a fit to a linear background (dashed) plus double-Gaussian signal function with parameters
σ1=7.1±0.6 MeV, σ2/σ1=1.7±0.1, and the fraction of the second Gaussian 0.40±0.16.
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error bars) for the 2.9 nb−1 microbias sample. Background has been subtracted using mass
sidebands. The dashed curve shows the result of the fit to the Prompt component, the dotted
line the Dfb component, and the histogram the sum of the two.

3 Evaluation of the b → D0Xµ−ν yields

3.1 Using microbias data

To select the decay chain b → D0Xµ−ν, D0 → K−π+ and enrich our b sample, we match
D0 candidates with tracks identified as muons, by ensuring that they penetrate the iron
of the MUON system and have minimum ionization in the calorimeters [2]. Right-sign

3

B contribution measured
from  decay length.



Jets ....  Jets ....  Jets

Gregor Herten            5 Jets 24

Highest pT jet event
pT jet1=1.3 TeV (also 

pT jet2=1.2 TeV, mjj=2.6 TeV)



8-jet event
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Inclusive Jet Cross Section
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Measurement of inclusive jet and dijet cross sections in proton-proton collisions 
at 7 TeV centre-of-mass energy with the ATLAS detector

Accepted by EPJC arXiv:1009.5908

Uncertainty dominated by Jet Energy Scale (at present ~7%)
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e or µ with pT>20 GeV, ETmiss>25GeV 
MC normalised to data
119k electron and 135k muon candidates

electron muon



W + jets
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Distribution of number of jets in selected W events.
Stat errors only, with ALPGEN MC normalised to data



W cross section
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← W	
  (35pb-­‐1)

← Z	
  (35	
  pb-­‐1)

Z→	
  ττ
↓

W → µν W → eν

Z →µµ Z →ee

Z→ ττ



November	
  17,	
  2010 LHCC	
  open	
  mee3ng

Electroweak:	
  Z	
  &	
  W	
  cross	
  sec3ons

32

Z and W cross sections and ratios 



33

Measurement of Top Cross Section

• Complete set of ingredients to investigate production of ttbar, which is the next 
step in verifying the SM at the LHC:

• e, µ, ET
miss, jets, b-tag

• Assume all tops decay to Wb: event topology 
then depends on the two W decays. 

• Of interest:

• lepton (e or µ), 
ET

miss, jjbb (37.9%)

• dilepton (ee, µµ or eµ), 
ET

miss, bb (6.46%)

• Data-driven methods to control QCD and W+jets backgrounds

• Counting experiment, with simultaneous likelihood fit to all channels to derive 
the combined cross section.

Gregor Herten            6 Top
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L=3.1pb-1

ee/eµ/µµ

Full	
  selec3on	
  applied:	
  Z-­‐Veto,	
  |M(ll)-­‐M(Z)|>15	
  GeV
MET	
  >30	
  (20)	
  GeV	
  in	
  ee,µµ, (eµ);	
  N(jets)≥2

σ(pp	
  →	
  t	
  t)	
  =	
  194	
  ±	
  72(stat.)	
  ±	
  24(syst.)	
  ±	
  21(lumi.)	
  pb¯ˉ

Submitted toPL-B arXiv:1010.5994
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Single lepton channel
1 e or µ with pT>20 GeV, ETmiss>20 GeV, ETmiss+mT(W)>60 GeV
Njets with pT>25 GeV, with no b-tag requirement or at least one b-tag
Signal defined to have 4 or more jets, and at least 1 b-tag

Gregor Herten            6 Top
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Cross Check of 3-jet Mass

Invariant mass of the highest pT 3-jet combination
for tagged 3 and 4 jet events used in cross-check 

analyses.   Agrees with top hypothesis.
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Top Production Cross Section

Combining all channels,

Significance of ~4.8σ w.r.t. background only hypothesis.  
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ATLAS : ZZ → µµ νν Candidate
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mµµ 94 GeV, ET
miss = 161 GeV
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Leptoquark	
  search
• Search	
  for	
  pair	
  produced	
  LQ	
  decaying	
  β	
  %	
  in	
  µ+jet

� 

ST = pt
µ

µ1,2

∑ + pt
jet

Jet1,2

∑Final discrim. variable 

mLQ>330 GeV
For β=1

As a function of β
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ATLAS: Dijet mass & angular distributions: 3pb-1

Search for New Particles in Two-Jet Final States in 7 TeV Proton-Proton Collisions with the ATLAS Detector at 
the LHC, Phys. Rev. Lett. 105, 161801 with 315 nb-1

Search for Quark Contact Interactions in Dijet Angular Distributions in in 7 TeV Proton-Proton Collisions 
with the ATLAS Detector at the LHC, Accepted by PLB

Quark contact interactions with 
scale Λ < 3.4 TeV @ 95% CL

0.50 < m(q*) < 1.53 TeV @ 95% CL
excluded: 

Gregor Herten            7 Searches
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Figure 2: Expected and observed 95% C.L. limits on gluino pair production cross section times
branching fraction using the “cloud model” of R-hadron interactions as a function of gluino
lifetime from both the counting experiment and the time-profile analysis. Observed 95% C.L.
limits on the gluino cross section for alternative R-hadron interaction models are also pre-
sented. The NLO+NLL calculation is for mg̃ = 300 GeV/c2 from a private communication
with the authors of Ref. [11].

stopped in the CMS detector during time intervals where there were no pp collisions. In par-
ticular, we searched for decays during gaps in the LHC beam structure. We recorded such
decays with dedicated calorimeter triggers. In a dataset with a peak instantaneous luminosity
of 1 × 1032 cm−2s−1, an integrated luminosity of 10 pb−1, and a search interval corresponding
to 62 hours of LHC operation, no significant excess above background was observed. Limits
at the 95% C.L. on gluino pair production over 13 orders of magnitude of gluino lifetime are
set. For a mass difference mg̃ − mχ̃0

1
> 100 GeV/c2, assuming BR(g̃ → gχ̃0

1) = 100%, we ex-
clude mg̃ < 370 GeV/c2 for lifetimes from 10 µs to 1000 s with a counting experiment. Under
the same assumptions, we are able to further exclude mg̃ < 382 GeV/c2 at the 95% C.L. for a
lifetime of 10 µs with a time-profile analysis. These results extend existing limits from the DØ
Collaboration [12] on both gluino lifetime and gluino mass. These limits are the most restrictive
to date.

We wish to congratulate our colleagues in the CERN accelerator departments for the excellent
performance of the LHC machine. We thank the technical and administrative staff at CERN and
other CMS institutes, and acknowledge support from: FMSR (Austria); FNRS and FWO (Bel-
gium); CNPq, CAPES, FAPERJ, and FAPESP (Brazil); MES (Bulgaria); CERN; CAS, MoST, and
NSFC (China); COLCIENCIAS (Colombia); MSES (Croatia); RPF (Cyprus); Academy of Sci-

Search for decays of stopped long lived R-hadrons (gluino-meson, gluino-
baryon,  gluino-gluon bound states) during time intervals without LHC crossing.  
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Figure 3: 95% C.L. limits on gluino pair production cross section times branching fraction as
a function of gluino mass assuming the “cloud model” of R-hadron interactions (solid line)
and EM interactions only (dot-dashed line). The mg̃ − mχ̃0

1
mass difference is maintained at 100

GeV/c2; results are only presented for mχ̃0
1
> 50 GeV/c2. The NLO+NLL calculation is from a

private communication with the authors of Ref. [11]. The lifetimes chosen are those for which
the counting experiment and time-profile analysis are most sensitive

ences and NICPB (Estonia); Academy of Finland, ME, and HIP (Finland); CEA and CNRS/IN2P3
(France); BMBF, DFG, and HGF (Germany); GSRT (Greece); OTKA and NKTH (Hungary);
DAE and DST (India); IPM (Iran); SFI (Ireland); INFN (Italy); NRF and WCU (Korea); LAS
(Lithuania); CINVESTAV, CONACYT, SEP, and UASLP-FAI (Mexico); PAEC (Pakistan); SCSR
(Poland); FCT (Portugal); JINR (Armenia, Belarus, Georgia, Ukraine, Uzbekistan); MST and
MAE (Russia); MSTD (Serbia); MICINN and CPAN (Spain); Swiss Funding Agencies (Switzer-
land); NSC (Taipei); TUBITAK and TAEK (Turkey); STFC (United Kingdom); DOE and NSF
(USA).
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• 2010 was a very successful year for LHC experiments

• Luminosity increased steadily up to 2 x1032 /cm2 sec. Great 
prospects for 2011. 

• All LHC experiments were able to publish results within a very 
short time.  Detectors understood, grid computing works, good 
agreement between data and simulations, promising situation for 
future analysis.  

• First physics results in all areas: soft QCD, jet physics, electroweak,  
top, searches and heavy ion collisions. 

• LHC starts to exceed sensitivities of Tevatron experiments.

• 2011 with 1 fb-1 at 7 or 8 TeV will be exciting !
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7 TeV, 1 fb-1

129-460 GeV has >50% chance of exclusion
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7 TeV, 1 fb-1

ττ, bb and γγ channels all contribute in low mass region
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More integrated luminosity

5fb-1 enough to close gap with LEP at 7 TeV 
Expected 3σ observation from 123 to 550 GeV
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Higher centre-of-mass energy
• Compare integrated luminosity at 8 or 9 TeV which 

gives same median sensitivity as 1 fb-1 at 7 TeV
• At 8 TeV, require 20% less integrated luminosity
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