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The High Energy Physics Use-case
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Most relevant achievement is not a technical one, 
 it is the establishment of the Global Trust Federation.
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Computing in High Energy Physics (HEP)
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Upcoming Computing Challenges in HEP

Potential Measures: 
• Software & Computing Evolution (R&D) 
• Add additional resources (opportunistic resources)
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Opportunistic Resources & WLCG
Opportunistic Resources 
Any resources not permanently dedicated to but 
temporarily available for a specific task, user or group.

HPCs Clouds+

Resource Scheduler
OBS + Pilots 
in more generalized way

What about storage? 
➜ See Kilian’s part

Container Technology

COBalD
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The COBalD View of Resource Scheduling
[COBalD - the Opportunistic Balancing Daemon]
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Decoupling allows many 
instances for many providers

Slide by Max Fischer
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The COBalD/TARDIS - Resource Scheduler
[COBalD - the Opportunistic Balancing Daemon] [Transparent Adaptive Resource Dynamic Integration System]

COBalD

Want more Want less

COBalD

COBalD: 
Look at what is used, not what is requested 

Simple logic: more used, less unused resources 
COBalD acquires/releases resources 
Batch system scheduler handles jobs 

TARDIS (a COBalD plugin): 
Defines VM/Container/Job(Script) as resource 
Provides access to resource provider APIs 

OpenStack, CloudStack, HTCondor, Slurm, Moab and K8S 
Integrates resources into Overlay Batch System 

HTCondor and Slurm are supported 
Manages resource life cycle
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Opportunistic Resources & WLCG in Practice

HTCRQdRU-CE 
cORXd-hWcRQdRU-ce-1-NiW 

HTCRQdRU 
OBS GridKa

enWr\ poinWV

Bonn Tier 3
(BAF) 

KIT Tier 3
(TOpAS)

LMU MXnich 
OpenSWack 

Bonn HPC
(BONNA) 

KIT HPC
(HoreKa)

HTCRQdRU-CE 
cORXd-hWcRQdRU-ce-2-NiW 

MXnich 
C2PAP 

Dynamic, transparent and on-demand integration using  
COBalD/TARDIS resource manager developed at KIT 
Single point(s) of entry to opportunistic resources (HPCs, local  
clusters and Clouds) using traditional Grid Compute Elements 
HTCondor overlay batch system to federate a variety of  
compute resources

17k Cores

CE/Entrypoint 
HoreKA (HPC) 
TOPAS (T3)

NEMO (HPC)

BONNA (HPC) 
BAF (T3)

LRZ  
(Cloud + C2PAP)

CLAIX (HPC)
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Establish a federated heterogeneous 
compute infrastructure for PUNCH 
Integrate data storages, archives and 
opportunistic caches
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Outlook: Towards the Compute4PUNCH Infrastructure

GUid CRPSXWe
ElePeQW

OYeUla\
BaWch S\VWeP

(BackeQd)

Single Point(s) of Entr\

HPCV

HTCV

CORXdV

CacKe

CacKe

CacKe

PRUWal/AAI JXS\WeUHXb

LRgiQ NRde D
aWa LocaliW\

DaWa SWRUageV
aQd aUchiYeV

CRQWaiQeU
RegiVWU\/CVMFS

Introduce data-locality aware scheduling 
Benefit from experiences, concepts and 
tools available in HEP community



  

Opportunistic Resources

Kilian Schwarz



Infrastructure Evolution
Today Future
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CacheCache

Caches require less operational cost while minimising 
external I/O,  and providing high data locality



  

Dynamic disk caches have been 
developed in ErUM-Data-Pilot
● XrootD-plug-in based ingredients

– ProxyPrefix (local clients are redirected to the local XrootD forward proxy)
– RedirLocal (local clients read from local file systems if data is available)
– In a classic XrootD based Grid SE clients would always read via XrootD 

redirector and data server 



  

Disk Caching Proxy Setup (Disk 
Cache on the fly)
● Clients access data through the redirector
● If data exists redirector redirects clients to local file system
● Otherwise redirector redirects to disk caching forward proxy
● Disk caching proxy forwards request to external site and retrieves the data
● Data are being cached on local file system for later use



  

Caching Benchmarks



  

Cache performance test setup

● Jobs submitted via Slurm to LOEWE CSC (Frankfurt) 
running in Singularity container

● Sample analysis reads events from branch and does 
nothing further

● Dynamic Disk Cache setup at LOEWE CSC
● Data located at GSI Lustre Cluster served via XrootD data 

server
● Bandwidth connection GSI – LOEWE CSC 10 Gb/s



  

Cache performance results



  

Modelling of heterogeneous distributed systems 
with coordinated caches



  

Questions can be answered by 
simulation



  

Summary and outlook

● Dynamic disk caches have the potential to increase throughput significantly
● Dynamic disk caches are an efficient tool for integrating opportunistic 

resources
● DCOTF and XCache DCA have a similar performance
● XCache creates a bottleneck in terms of CPU and bandwidth (number of 

threads on caching node)
● No cache is limited by intersite network bandwidth
● Containerisation does not affect performance
● Strategic placement of dynamic disk caches can be optimised via KIT cache 

simulation


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10

