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üWe have a probability model (aka density, 
distribution function)

üWe have data from an experiment

üDoes the data agree with the probability 
model? 
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Good Model? Or maybe needs more?
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F: cumulative distribution function (integral of 
density)

ὌȡὊ Ὂ

Usually more useful:

ὌȡὊᶲꞈ

ꞈ a family of distributions, indexed by 
parameters. Those need to be estimated from the 
data.
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} Type I error: reject true null hypothesis 
} Type II error: fail to reject false null hypothesis

A: a HT has to have a true type I error probability no higher than the 
nominal one ( )̗

B: probability of committing the type II error ( )̘ should be as low as 
possible (subject to A). Usually we discuss the power of a test P=1 -

,̘ which then should be as high as possible.

Historically A was achieved either by finding an exact test or having 
a large enough sample.

p value = probability to reject a true null hypothesis when repeating 
the experiment and observing value of test statistic or something 
even less likely.

If method works p - value has uniform distribution.
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Not again é

Actually no, GOF equally important to both 
(everybody has a likelihood)

Maybe more so for Bayesians, no non -
parametric methods.

But GOF is frequentist. Bayesian GOF would 
need prior on space of probability 
distributions.
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Box, G. E. P. (1979), "Robustness in the 
strategy of scientific model building", in 
Launer, R. L.; Wilkinson, G. N. (eds.), 
Robustness in Statistics , Academic Press , 
pp. 201ð236.

There is no perfect circle in nature

There is no data set perfectly normally 
distributed (or exponential, or é)

8

https://books.google.com/books?id=dabiBQAAQBAJ&pg=PA201
https://en.wikipedia.org/wiki/Academic_Press


In frequentist hypothesis testing, if the null 
hypothesis is wrong, a proper test will always 
reject it, as long as the sample size is large 
enough.

But all models are wrong!

So a GOF test will (and should!) always reject the 
null hypothesis for a sufficiently large sample. 

But how bad can a model be if it takes a million 
events to reject it?

If so, it should be useful! What useful means 
depends on the context. (for example testing at 5 ̨
vs 3̨levels). 
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Usual question: is our theory a good enough model for 
the data?

We also should worry about: is our model better than it 
should be?

ü Overfitting!

ü Occamõs Razor: Numquam ponenda est pluralitas 
sine necessitate ( Quantities should not be multiplied 
beyond necessity aka keep it simple!)

üHere: the best model is the most basic one that works 
(aka fits the data)
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Theory: die is fair ( ὴ ϳ)

Experiment: roll die 1000 times

If die is fair one would expect 1000*1/6 = 167 1õs, 2õs 
and so on

Data:

ü Is this a good fit?

1 2 3 4 5 6

187 168 161 147 176 161
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Sir Karl Pearson (1900), 

òOn the criterion that a given system 
of deviations from the probable in 
the case of correlated system of 
variables is such that it can be 
reasonably supposed to have arisen 
from random sampling ó, Phil. Mag (5) 
50 , 157 - 175
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Uses as measure of deviations

ὢ=В

k: number of classes / categories / bins

ὕ : observed counts

Ὁ : expected counts

Agreement is bad if ὢ is large

13



Is 5.72 òlargeó?

If die is fair and rolled 1000 times, how large 
would ὢ typically be?

Answer: ὢ̝ͯ Ὧ ρ

1 2 3 4 5 6

O 187 168 161 147 176 161

E 167.7 167.7 167.7 167.7 167.7 167.7

ὢ
ρψχρφχȢχ

ρφχȢχ
ȢȢ

ρφρρφχȢχ

ρφχȢχ
υȢχς
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So ὢ has a chi square distribution with k - 1 degrees of 
freedom (k=number of categories/bins)

Here: ωυ percentile of ʔ υ is 11.07

So our ὢ υȢχςis not unusually large, die is 
(reasonably) fair.

The derivation of the distribution of ὢ uses several 
approximations, so this needs a sufficiently large 
sample size. But how large does it have to be?

Famous answer: Ὁ υfor all categories.

William G. Cochran  The [chi - squared] test of goodness 
of fit. Annals of Mathematical Statistics 1952; 25:315 ð
345.

Seems to have picked 5 for no particular reason . Later 
research showed this is quite conservative. Test 
generally works fine if Ὁ υfor most i and no Ὁ ρ.
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Neyman, Jerzy ; Pearson, 
Egon S. (1933). "On the 
Problem of the Most Efficient 
Tests of Statistical 
Hypotheses". Philosophical 
Transactions of the Royal 
Society A:. 231 (694ð706)

In a test of a simple vs 
simple hypotheses 
likelihood ratio test is most 
powerful 

In the case of a multinomial 
also leads to ὢ !
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https://en.wikipedia.org/wiki/Jerzy_Neyman
https://en.wikipedia.org/wiki/Egon_Pearson
https://en.wikipedia.org/wiki/Philosophical_Transactions_of_the_Royal_Society_of_London


Samuel S. Wilks: òThe 
Large- Sample 
Distribution of the 
Likelihood Ratio for 
Testing Composite 
Hypothesesó, The 
Annals of Mathematical 
Statistics, Vol. 9, No. 1 
(Mar., 1938), pp. 60 - 62

ɤ: Likelihood Ratio

ςὰέὫɤḙὢ ʔͯ Ὧ ρ
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Not 
ὌȡὊ ὔέὶάὥὰπȟρ (simple hypothesis)

but 
ὌȡὊ ὔέὶάὥὰ (composite hypothesis)

Idea: find estimates of parameters, use those. 

Any change in test? Pearson said no.

In 1915 Greenwood and Yule publish an analysis of 
a 2x2 table and note that there is a problem.

In 1922, 1924 and 1926 Sir Karl Fisher published 
several papers showing that Pearson was wrong.
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If m parameters are estimated 
ὢ ʔͯ Ὧ ρ ά

The 1922 paper is the first ever to use 
the term òdegrees of freedomó.

In some ways this is an astonishing 
result: it does not seem to matter how 
well one can estimate the parameter 
(aka what the sample size is)

Does it matter what method of 
estimation is used? Yes, and it has to 
be minimum chi - square!

Except these days everyone is using 
maximum likelihood, and then this 
result can be wrong

Pearson didnõt acknowledge Fisher 
was right until 1935!
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Mendel, J.G. (1866). "Versuche über 
Pflanzenhybriden", Verhandlungen des 
naturforschenden Vereines in Brünn , Bd. IV 
für das Jahr, 1865, Abhandlungen : 3ð47

Discovery of Mendelian inheritance

Immediate impact on Science: ZERO!

Darwin could have used this when he wrote 
On The Origin of Species.
His cousin Francis Galton (inventor of 
regression!) could have told him.



Around 1900, Hugo de Vries and Carl Correns

first independently repeat some of Mendelõs 

experiments and then rediscover Mendel's

writings and laws.

Finally Mendel becomes the òFather of Geneticsó

Fisher, R.A. (1936). "Has Mendel's work been 
rediscovered?" . Annals of Science. 1 (2): 115 ð137.

Fisher re -analyzed Mendelõs data and applied the ὢ
test to all of them together. He finds an (almost) 
perfect agreement. But inheritance is intrinsically 
random, the agreement should not be that good.

Fisherõs words: òto good to be trueó

https://en.wikipedia.org/wiki/Hugo_de_Vries
https://en.wikipedia.org/wiki/Carl_Correns
https://digital.library.adelaide.edu.au/dspace/bitstream/2440/15123/1/144.pdf


ὢ large (blue area)

Ҧ difference between O 
and E to large

Ҷ theory doesnõt agree 
with data

ὢ small (red area)

Ҷ difference between O 
and E to small

Ҷ Cheating!



More than 50 papers published since 1936 have 
tried to figure out what happened.

For a long time: it was the Gardener!

Another explanation, which seems to have gained 
momentum in recent years: It was early in the 
history of experimentation, modern ideas of how to 
avoid (even unconscious) biases were not yet 
developed.

Allan Franklin, A. W. F. Edwards, Daniel J. Fairbanks, 
Daniel L. Hartl and Teddy Seidenfeld.  òEnding the 
Mendel -Fisher Controversyó,University of 
Pittsburgh Press, 2008. 



Question used to be: which converges fastest 
to ʔ?

But these days null distribution can be found 
most easily using Monte Carlo simulation!
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