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The Archetypical Statistics Problem:

1 We have a probability model (aka density,
distribution function)

1 We have data from an experiment

1 Does the data agree with the probability
model?




What’s the density?

Density
2 5
Density

Good Model? Or maybe needs more?




General Problem Statement

F: cumulative distribution function (integral of
density)

‘0do O
Usually more useful:

0qor |

_afamily of distributions, indexed by
garameters. Those need to be estimated from the
ata.




Hypothesis Testing Basics

1y Type | error: reject true null hypothesis
1 Type Il error: fail to reject false null hypothesis

A: a HT has to have a true type | error probability no higher than the
nominal one ( )

B: probability of committing the type Il error ( . ) should be as low as
possmle (subject to A). Usually we discuss the power of a test P=1 -
, which then should be as high as possible.

Historically A was achieved either by finding an exact test or having
a large enough sample.

p value = probability to reject a true null hypothesis when repeating
the experiment and observing value of test statistic or something
even less likely.

orks p - value has uniform distribution.



Frequentist vs Bayesian
Not again &

Actually no, GOF equally important to both
(everybody has a likelihood)

Maybe more so for Bayesians, no non -
parametric methods.

But GOF is frequentist. Bayesian GOF would
need prior on space of probability
distributions.




“All models are wrong
but some are useful”

Box, G. E. P. (1979), "Robustness in the
strateqy of scientific model building”, in
Launer, R. L.; Wilkinson, G. N. (eds.),
Robustness in Statistics , Academic Press ,
pp. 201 6236.

There is no perfect circle in nature

There Is no data set perfectly normally
di stri buted (or exponent .



https://books.google.com/books?id=dabiBQAAQBAJ&pg=PA201
https://en.wikipedia.org/wiki/Academic_Press

In frequentist hypothesis testing, if the null
hypothesis is wrong, a proper test will always
reject it, as long as the sample size is large
enough

But all models are wrong!

So a GOF test will (and should!) always reject the
null hypothesis for a sufficiently large sample.

But how bad can a model be if it takes a million
events to reject It?

If so, it should be useful! What useful means
depends on the context. (for example testing at 5
vs 3. levels).




Overfitting

Usual question: is our theory a good enough model for
the data?

We also should worry about: is our model better than it
should be?

o Overfitting!

i Oc camods MNanguam ponenda est pluralitas
sine necessitate ( Quantities should not be multiplied
beyond necessity aka keep it simple!)

i Here: the best model is the most basic one that works
(aka fits the data)
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Simple Example: Is the die fair?

Theory: dieisfair( n | )

Experiment: roll die 1000 times

| f die 1s fair one would expec
and so on
Data:

187 168 161 147 161

u Is this a good fit?

p— n



Most Famous Answer: Pearson X

Sir Karl Pearson (1900),

oOn the criterion that a given system
of deviations from the probable in

the case of correlated system of
variables is such that it can be
reasonably supposed to have arisen
from random sampling 0 |, Phi |
50, 157 - 175

Ma g

(5)
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Uses as measure of deviations

w=B
K: number of classes / categories / bins
U : observed counts

O : expected counts

Agreementis bad if @ islarge
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187 161

E 167.7 167.7 167.7 167.7 167.7 167.7

PUXP oK 8 Popp 0%
P 0¥ P O¥

L& G

|l s 5. 72 ol argeodo?

If die Is fair and rolled 1000 times, how large
would @ typically be?

~y

Answer. wx . Q p
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Pearson’s Reasoning

N; = frequency of outcome i, i = 1,...k
(N1,..,Nr) ~ Multinomial(n,p1,..,pk)
E|N;| = np;, Var|N;| = np;(1 —p;)
Ni—np; -
2 ~4p N(0,1) by CLT

Jpi(1-p:)

' 2
N—np; - _ (Ni-npy) 2 5,y

Jnpi(1-py)

k (Ni-np;)* 2 7
so maybe ) . o) " X

but N1 +..+N; = n fixed (not independent)




k=2:(N{,N>) =(N,n—N)

D k (NE_EE)I _
X* = Zle E; -
(N-np)* (n—N-n(1-p))*

T T ap)

(j"sf—ng::v}I (ﬂ—}‘ur—n+ﬂjﬂf))I .
T n(1-p) B

(ﬁ N ﬂill—p} )(N—npf -

oty J V=P =

2
(N-np)*  _ N-np o 2
( Jnp(1-p) ) (1)

np(1-p)




So @ has a chi square distribution with k - 1 degrees of
freedom (k=number of categories/bins)

Here: wuvu percentile of ? (v) is 11.07

Soour @ L& ds not unusually large, die is
(reasonably) fair.

The derivation of the distribution of @ uses several
approximations, so this needs a sufficiently large
sample size. But how large does it have to be?

Famous answer: O v for all categories.

William G. Cochran The [chi - squared] test of goodness
of fit. Annals of Mathematical Statistics  1952; 25:315 0
345.

Seems to have picked 5 for no  particular reason . Later
<Jesearch showed this is quite conservative. Test

O uvformostiandno O p.
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https://en.wikipedia.org/wiki/Jerzy_Neyman
https://en.wikipedia.org/wiki/Egon_Pearson
https://en.wikipedia.org/wiki/Philosophical_Transactions_of_the_Royal_Society_of_London
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The Degree of Freedom Controversy

Not

'0dO U €1 adpx (simple hypothesis)
but

‘OdO UVLE€1 dwa (composite hypothesis)
ldea: find estimates of parameters, use those.

Any change in test? Pearson said no.

In 1915 Greenwood and Yule publish an analysis of
a 2x2 table and note that there is a problem.

In 1922, 1924 and 1926 Sir Karl Fisher published

averal papers showing that Pearson was wrong.
l \ \t\
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In some
result: It

nowl edge FI
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Mendel-
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Pflanzen
naturfors
fur das

Discove

Immedi

Darwin c
On The C

His cousin
regression!)




Around 1900, and

firrst 1 ndependently repeat

experiments and then rediscover Mendel's
writings and laws.

Finally Mendel becomes

Fisher, R.A. (1936).

t he

. Annals of Science. 1 (2): 115 0137.

Fisherre-anal yzed Mendel 0s
test to all of them together. He finds an (almost)

perfect agreement. But inheritance is intrinsically
random, the agreement should not be that good.

wor ds:

d aid a

ot o

N\

o

Ildan


https://en.wikipedia.org/wiki/Hugo_de_Vries
https://en.wikipedia.org/wiki/Carl_Correns
https://digital.library.adelaide.edu.au/dspace/bitstream/2440/15123/1/144.pdf
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More than 50 papers published since 1936 have
tried to figure out what happened.

For a long time: it was the Gardener!

Another explanation, which seems to have gained
momentum in recent years: It was early in the
history of experimentation, modern ideas of how to
avoid (even unconscious) biases were not yet
developed.

Allan Franklin, A. W. F. Edwards, Daniel J. Fairbanks,
Daniel L. Hartl and Teddy Seidenfeld. oEndi ng
Mendel-Fi s her Con Umversitgof s y o,
Pittsburgh Press, 2008.




Variations on X?

Cressie-Read Wﬁ 3 0{( 92 ~_ 1}

Pearson (1 = 1) > (O*EE)}

log likelihood ratio (4 = 0) Q.ZOIOg(%)

Freeman-Tukey (1 = —1/2) 43 [JO - JE ]2

Neyman modified X> (1 = -2) > (OE)EZF

modified likelihood ratio (1 = -1) 2> Elog(£)

Question used to be: which converges fastest
to ? ?

But these days null distribution can be found
most easily using Monte Carlo simulation!

\
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