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Publishing Statistical Models



Our job: extract as much information from experimental data as possible 

p(theory|data) = p(data|theory)
p(data)

p(theory)
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The Likelihood: Focus of this talk

Evidence
PriorPosterior



Our data is huge: 

• we need think hard how we summarize our results to the wider community  

Our experiments are unique: 

• These are once-in-a-lifetime machines. Need to preserve data in as much 
detail as we can, in a format that can be archived for the long-term

Search for suitable data products for HEP



Likelihoods are a good bottleneck through which all information flows 

It's a high information-density product 
• almost every important decision is reflected in the likelihood 

(if it doesn't affect the likelihood, what are you doing?) 

• all the usual results are inferences 
based on the likelihood (downstream) 

The Likelihood is unique!
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Likelihoods are not only useful to recreate results.  
You can use them to generate new scientific results! 

1. Statistical Combination 
e.g. global fits of multiple experiments / analyses 

What you can do with a Likelihood

p(x1 |s1(θ)+b1) p(a |θNP)

p(x2 |s2(θ)+b2) p(a |θNP)

p(x1 |s1(θ)+b1)p(x2 |s2(θ)+b2) p(a |θNP)



2. Reinterpretation: 

Modify the ingredients of a likelihood (e.g. change signal component) and re-run 
the statistical analysis. Note: needs sufficiently detailed information to do this! 

What you can do with a Likelihood

Signal Region

CLs = 0.03

Pois(n |μ sA(θ)+b)…

Signal Region

CLs = 0.05 

Pois(n |μ sB(ϕ)+b)…



Uniqueness of likelihood model as a data product 
has been recognized 20 years ago 

1st PHYSTAT: meeting between statisticians + physicists 

Discussion arrived at conclusion: Experiments should publish likelihoods! 

A (in-)consequential workshop
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(Spoiler: it didn't happen for a long time)



Publishing Likelihoods is becoming a thing. Let's see  how it works!  

20 Years Later
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What exactly should we publish?  

Both of these are not great: 
• just the Likelihood Function cannot be used for reinterpretation 
• for Frequentist inference we need to be able to sample  
• for combinations we need be able to vary to NP-values 

x ∼ p(x |θ)

The difficulty in publishing likelihoods

10

<latexit sha1_base64="iE5Ns2LUy0r9c6Rwe/uVCAuETRM=">AAADN3icbVJLbxMxEHaWVwmvFI5cLKJKrQTRLpTHBamCC4ceikTaStkocryTrFXbu7LHhcjaP8WN38EFTggOiCv/AO8mFUmTkSyNv/m+Gc+Mx6UUFuP4eyu6cvXa9RtbN9u3bt+5e6+zff/YFs5w6PNCFuZ0zCxIoaGPAiWclgaYGks4GZ+9reMn52CsKPQHnJUwVGyqxURwhgEadQ5xN1Vuj76m6cQw7g/r6+M0K1zIkDP0qXZVQ9mr6mADKVetUeJAGHW6cS9ujK47ycLpkoUdjbZbX0Me7hRo5JJZO0jiEoeeGRRcQtVOnYWS8TM2hUFwNVNgh75pu6I7AcnopDDhaKQNuqzwTFk7U+PAVAxzezlWg5tiA4eTV0MvdOkQNJ8XmjhJsaD1DGkmDHCUs+AwbkR4K+U5C+PDMOmNVVZBzkO/NoAaPkrQU8x9moVJ5iCmOc5xXijFdOb/z7kaJEO/06bBUguIxZy+IvUpaOsM1EV9s6xuUlXVQsWyDIsNBf2TuPfsOXy64DVLPS9zprFQPjVOgk/KOvuS6IIcGrTLtap2+AbJ5aWvO8dPe8mL3v77/e7Bm8WH2CIPySOySxLykhyQd+SI9Aknn8k38pP8ir5EP6Lf0Z85NWotNA/IikV//wGjhAxB</latexit>

t(µ) =
L(µ, ˆ̂⌫(µ))

L(µ̂, ˆ̂⌫(0))

The profile likelihood ratio function 
(fixed data and fixed profiled NP) ? 

The likelihood function with 
data forever fixed ?
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L(✓) = L(µ, ⌫) = p(x|µ, µ)
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ˆ̂⌫(x1) 6= ˆ̂⌫(x2) 6= ˆ̂⌫((x1, x2))



Gold Standard:  publish the full model !   
• can be use for Frequentist and Bayes Inference 
• enables combinations, enabled reinterprations through inspection 

When we say "publish the likelihood" we mean "publish the model " 

A typical HEP probability model consists of two parts 
• you should be preserving both

p(x |θ)

p(x |θ)

The difficulty in publishing likelihoods

11

p(x |θ) = pmain(x |μ, ν) ⋅ paux(xa |ν)

Constraint Terms 
(simplified summary of e.g. your 

collab's  calibration measurements)
Main Measurements 

(your analysis)



Our goals for preserving  should be  

• software independent: 
we want to capture the mathematical structure of  not 
the software that implements it 

• long-term archival format 
 
we want to publish the data on e.g. HepData to be 
used for decades to come 

• optimized for reuse 
 
reinterpretation / combination should be first-class operations

p(x |θ)

p(x |θ)

How to preserve  p(x |θ)



Almost no constraints to a likelihood   except for normalization 

If you want to really allow "any" function ("open world of all models") 
to be preserved, you're back to preserving software  

To have any chance at preserving in a software-independent way, 
you need to restrict yourself: choose a finite number of building blocks

p(x |θ)

Choosing Building Blocks



In standard programming, we have high level and and low-level languages 
• think: Python vs C++ vs Assembly code. The high-level languages operate 

usually at higher levels of abstraction 
• high: allow concise description of complex settings 
• low: more freedom, express things that are not possible at high level 

• often: high-level languages are implemented in low-level ones 

In probabilistic modelling1 we see the same: 

• high-level modelling: few building blocks, lots of assumptions 
• low-level modelling: almost "open world", more freedom & more complex

High- and Low-level Languages

1(sometimes also called prob. programming)



HistFactory

HistFactory is an example of a high-level language 
• only supports binned models 
• systematic modeling only through a fixed (small set) of options 

Despite constraints, it's very versatile (good choice of building blocks!) 
• almost all binned analyses in e.g. ATLAS use HistFactory 

Implemented in two "low-level" languages:

pyhf: scipy.stats (Python) ROOT HistFactory: RooFit (C++) 



Building Blocks of HistFactory: 

• nominal histogram shapes 
• a fixed set of systematic types 
• chosen to be reusable in many contexts 
• auto-matched with appropriate constraint termss 

See tutorial at: [Link] 

HistFactory

https://pyhf.github.io/pyhf-tutorial/HelloWorld.html


HistFactory JSON

Part of pyhf a new software-independent JSON format for HistFactory: 

Advantages of JSON: 
• ubiquitous, human-/machine-readable ASCII, 

patchable (see Backup)

HiFa 
JSON

ROOT 
Workspace

pyhf 
Model

Fit Results 
etc..

Fit Results 
etc..



Generating and Reading HistFactory JSON is easy in ROOT & Python

Writing JSON
ROOT

HistFactory JSON

Reading JSON

pyhf



ATLAS is already publishing HistFactory JSON on HepData  

                                 ... and it's being reused immediatly by theorists

Publishing Models



RooFit JSON 

Generalizing from pyhf: Can try to do something similar to RooFit? 

• much more "open-world": more freedom, but  lower-level description of 
the intended model. More difficult to keep implementation-agnostic 

• works for binned & unbinned models 
• building blocks are: PDF types, connectors  



An early look at RooFitJSON

New Feature in ROOT: 

HiFa 
JSON

ROOT 
Workspace

Fit Results 
etc..



Implemented Building Blocks

As in pyhf: a subset of the "open world" is supported: 
 
Support so far for  some of the most 
common PDFs. Available in ROOT 6.26  

Roundtrip Workspace ROOT <> JSON 
is a design goal! 

So far only a ROOT implementation, 
(maybe a independent one is possible?) 

This is a new development for ROOT 
Testers are very welcome! More Info: [Link]

https://github.com/root-project/root/blob/master/roofit/hs3/README.md


Publishing stat. models is an obviously good thing to do. 
• enables a lot of new physics, key especially for "big science" 

But it didn't happen for 20 years:  
• Now we have a few good options: 

pyhf (for HistFactory), HS3 for RooFit models 

Now we have new momentum across the field 
• If you need help get in touch!

Summary

p(theory|data) = p(data|theory)
p(data)

p(theory)
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