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Sources and Papers
Statistical Methods in Data Analysis”, Terascale, March 2023: https://www.desy.de/~ameyer/da_desy23/

A.B.Meyer

๏ Statistical Methods in Data Analysis”, KSETA lecture, Feb 2022: https://www.desy.de/~ameyer/da_kseta_22/

๏ Statistical Methods in Data Analysis”, KSETA lecture, March 2021: https://www.desy.de/~ameyer/da_kseta_21/

๏ “Moderne Methoden der Datenanalyse”, Course lecture at KIT, SoSe 2017, slides (in German): http://

ekpwww.etp.kit.edu/~ameyer/da_sose17/index.html        Access to slides and material: (user: Students.  pw: only)


Papers and Articles:

๏ Robert Cousins: "Why isn’t every physicist a Bayesian ?”, Am.J.Phys. 65 (1995).

๏ Robert Cousins: “Lectures on Statistics in Theory: Prelude to Statistics in Practice” [arXiv]

๏ G.Cowan, Particle Data Group [pdg] 2020, chapter 40 [pdf] or full PDG book for download (80MB) [pdf]

๏ G.Cowan, K.Cranmer, E.Gross, O.Vitells: “Asymptotic formulae for likelihood-based tests of new physics” [arXiv]

๏ ATLAS and CMS Collaborations: “Procedure for the LHC Higgs boson search combination" [CDS]

๏ T.Junk: "Confidence level computation for combining searches with small statistics”, NIM, A 434 (1999) 435-443

๏ A.Read: “Presentation of search results: the CLs technique“, J.Phys.G: 28 (2002)


Many thanks for discussions, material and help go to:

๏ G. Quast (KIT), R. Wolf (KIT), O. Behnke (DESY), C. Autermann (Aachen), Th. Keck (KIT), Jan Kieseler (CERN)

https://www.desy.de/~ameyer/da_desy23/
https://www.desy.de/~ameyer/da_kseta_22/
https://www.desy.de/~ameyer/da_kseta_21/
http://ekpwww.etp.kit.edu/~ameyer/da_sose17/index.html
http://ekpwww.etp.kit.edu/~ameyer/da_sose17/index.html
https://arxiv.org/abs/1807.05996
https://pdg.lbl.gov/2020/reviews/rpp2020-rev-statistics.pdf
https://pdg.lbl.gov/2020/download/Prog.Theor.Exp.Phys.2020.083C01.pdf
https://arxiv.org/abs/1007.1727v3
https://cds.cern.ch/record/1379837


Recap
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Hypothesis Testing
Procedure

1. Determine PDF g(t;Hi) for test statistic t

2. Define significance level α (typically 5%)


• critical value t0: reject null hypothesis or not

• in practice, α depends on goal


• high efficiency ε or high purity p ?


• separation power 1-β

p =
(1� ↵)N0

(1� ↵)N0 + �N1
✏ = 1� ↵

Note: trivially, no separation if no separation power 

=> large 1-β is fundamentally more important than small α 

3. Determine p-value of the measurement

p-value is probability that values t > t0 are measured, assuming that H0 is true.

(note: p-value is an estimator derived from the measurement, i.e. a random number)
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Example: Spin correlations of top-quark pairs

๏ New Physics could change relative top-
quark spins → angular distributions

• H0: spin-correlation follows Standard Model 

(Spin 1/2 particle)


• H1: no spin correlation 

๏ Construction of the test statistic                                  
→ log-likelihood-difference


๏ Sample likelihoods from pseudo-
experiments for H0 and H1


๏ Statistical uncertainties ~ Gaussian shape                                                 
→ central limit theorem

- Christian Schwanenberger -Top Quark Physics DESY Theory Workshop

Spin correlation strength

complementary between Tevatron and LHC

Tevatron

3S1

• dominated by qq annihilation
• tt pairs close to the threshold
• beam axis as spin quantisation axis
   NLO QCD: A = 0.78

• optimised “o!-diagonal” basis

• dominated by gg fusion
• tt pairs far o! the threshold
• helicity basis as spin quantisation axis
   NLO QCD: A = 0.32

• maximal basis

 

_
_ _

Bernreuther, Brandenburg, Si, Uwer, Nucl. Phys. B690, 81 (2004)

g g

LHC

53

tt Spin correlations 

10 

θ* 

Phys. Lett. B539, 235 (2002)  

Amount of spin information carried by daughter particle 

Di-lepton channel is most promising 

- Christian Schwanenberger -Update: Top Pair Spin Correlation Top Working Group

Spin correlation strength
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_
_ _

Bernreuther, Brandenburg, Si, Uwer, Nucl. Phys. B690, 81 (2004)

g g

LHC

evidence for SM spin 
correlation (3.1σ)
D0 Collaboration, 

arXiv:1110.4194 [hep-ex]

- Christian Schwanenberger -Update: Top Pair Spin Correlation Top Working Group

Spin correlation strength

complementary between Tevatron and LHC
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7

_
_ _

Bernreuther, Brandenburg, Si, Uwer, Nucl. Phys. B690, 81 (2004)

g g

LHC

evidence for SM spin 
correlation (3.1σ)
D0 Collaboration, 

arXiv:1110.4194 [hep-ex]

1S0 

tt spins correlated at production 

Measured value of A depends on quantisation axis 
Example above: tt direction in ttCM frame! helicity basis 

CMS TOP-13-015
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http://cms-results.web.cern.ch/cms-results/public-results/publications/TOP-13-015/index.html
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Example: Spin correlations of top-quark pairs

๏ New Physics could change relative top-
quark spins → angular distributions

• H0: spin-correlation follows Standard Model 

(Spin 1/2 particle)


• H1: no spin correlation 

๏ Construction of the test statistic                                  
→ log-likelihood-difference


๏ Sample likelihoods from pseudo-
experiments for H0 and H1


๏ Insert data → result:

• 2.2σ (p-value 1.3%)                               

consistent with standard model (H0)


• 2.9σ (p-value 0.2%)                                         
for “uncorrelated” (H1)

- Christian Schwanenberger -Top Quark Physics DESY Theory Workshop
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Classification
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Classification

๏ Linear discriminators


๏ Supervised learning


๏ Boosted decision trees


๏ Artificial neural networks


๏ Deep-Learning

Outline

Fisher, R. A. (1936), The use of multiple measurements in taxonomic problems, 
Annals of Eugenics, 7: 179–188. doi:10.1111/j.1469-1809.1936.tb02137.x

http://onlinelibrary.wiley.com/doi/10.1111/j.1469-1809.1936.tb02137.x/abstract
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๏ Assign a given event x to a class

• Random event is described by 

feature vector x1, … xn


• Class k is defined by PDF fk(x1, … xn)

11

Multivariate Analysis

What is a good test statistic ?

Does this event belong to 

     Class 0 or Class 1 ?

Class 0

Class 1

x
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๏ Test of hypothesis H:


๏ Determine PDF g(t|H) of the test statistic t(x) for the hypothesis H


• Particle physics: in most cases use Monte Carlo to determine g(t|H)


๏ Multivariate analysis (MVA):

• Combine many observables into one (or several) test statistics ti(x)

• Take correlations between feature vector components x1…n into account

g(t|H)Classifier

x→ ti(x)Feature vector x

Multivariate Analysis
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๏ Simultaneous test of several composite hypotheses Hi(θ)


๏ Determine PDF g⃗(t|Hi(θ)) of the test statistics ti(x) for multiple hypotheses Hi


• Particle physics: in most cases use Monte Carlo to determine g⃗(t|Hi(θ))


๏ Multivariate analysis (MVA):

• Combine many observables into one (or several) test statistics ti(x)

• Take correlations between feature vector components x1…n into account


๏ Classification assigns a discrete label. In regression, a continuous quantity, g=g(t|θ), is determined

g⃗(ti|Hi(θ))Classifier

x→ ti(x)Feature vector x

Multivariate Analysis
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Curse of Dimensionality
Feature space with many dimensions

Fluch der Dimensionen („curse of dimensionality“)

Wenn die Zahl der Merkmale (Dimension d des Merkmalraums)  groß wird, 

→ Trainingsdaten liegen in höheren Dimensionen sehr zerstreut,
       keine gute Approximation der allgemeinen PDF mehr möglich

→ würden N1
d Trainings-Ereignisse benötigen, um ni konstant zu halten 

ist das d-dimensionale Streudiagramm für gegebene Größe N des Trainings-Datensatzes
   bei fester Bin-Anzal  n

b
 pro Dimension praktisch leer:

100 Punkte in
1d, 2d und 3d

๏ Density distribution (PDF)

Fluch der Dimensionen („curse of dimensionality“)

Wenn die Zahl der Merkmale (Dimension d des Merkmalraums)  groß wird, 

→ Trainingsdaten liegen in höheren Dimensionen sehr zerstreut,
       keine gute Approximation der allgemeinen PDF mehr möglich

→ würden N1
d Trainings-Ereignisse benötigen, um ni konstant zu halten 

ist das d-dimensionale Streudiagramm für gegebene Größe N des Trainings-Datensatzes
   bei fester Bin-Anzal  n

b
 pro Dimension praktisch leer:

100 Punkte in
1d, 2d und 3d

1d

2d
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Fluch der Dimensionen („curse of dimensionality“)

Wenn die Zahl der Merkmale (Dimension d des Merkmalraums)  groß wird, 

→ Trainingsdaten liegen in höheren Dimensionen sehr zerstreut,
       keine gute Approximation der allgemeinen PDF mehr möglich

→ würden N1
d Trainings-Ereignisse benötigen, um ni konstant zu halten 

ist das d-dimensionale Streudiagramm für gegebene Größe N des Trainings-Datensatzes
   bei fester Bin-Anzal  n

b
 pro Dimension praktisch leer:

100 Punkte in
1d, 2d und 3d

15

Curse of Dimensionality
Feature space with many dimensions

๏ Density distribution (PDF)


• a d-dimensional histogram                     
(with N entries and nb bins/dim.)                 
is essentially empty


• Constant density: need nd evts


• In n-dimensions:                                             
PDF usually not very well known

N

nd
b

! 0, for d ! 1
<latexit sha1_base64="URPU3a6O2nl+7FCcTfLBEz9ONbc=">AAACYXicbZDLbhMxFIad4daGW9ouWHRjEVVigaKZUKksK9iwqopE2kpxiDyeM4lV2zOyz6COLPc5eBq28AqseRE80yxKy5Es/f7PxcdfXivpME1/D5IHDx89frK1PXz67PmLl6Od3TNXNVbATFSqshc5d6CkgRlKVHBRW+A6V3CeX37s8uffwDpZmS/Y1rDQfGVkKQXHaC1HU1ZaLvxJ8N4s869FCJRhRVPq314zq2lZ2etAi95k0pTY0uVonE7SPuh9kW3EmGzidLkzeMWKSjQaDArFnZtnaY0Lzy1KoSAMWeOg5uKSr2AepeEa3ML3nwv0IDpFt0c8Bmnv3u7wXDvX6jxWao5rdzfXmf/LzRss3y+8NHWDYMTNQ2WjaPxpR4oW0oJA1UbBhZVxVyrWPNLCyHN4wCBybbuxnvXDS8+uCiiZbjvZWStbNTXDNdy6WVD8KoS+KkSU2V1w98XZdJK9m0w/H46PP2ygbpF98pq8IRk5IsfkEzklMyLId/KD/CS/Bn+S7WSU7N6UJoNNzx75J5L9v6S9unY=</latexit>

3d
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Classifier

๏ Linear approaches can be treated analytically 

๏ e.g. Fisher discriminant

๏ Many classification problems can be linearised by variable transformation (with or w/o approximation)


๏ Non-linear methods: 

๏ analytic approach usually impossible 

๏ use algorithmic approach to determine optimal test statistic, e.g. machine learning

Test Statistic

simple cut linear non-linear
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Linear Discriminators

๏ Determine test statistic t(x⃗) that provides best possible separation between signal and background

Hypothesis test by linear discriminant analysis
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Linear Discriminators

๏ Determine test statistic t(x⃗) that provides best possible separation between signal and background.


๏ In other words: choose coordinate and parameters such that distributions are optimally separated

Hypothesis test by linear discriminant analysis

Decorrelating parameters: cf previous lecture p47-49
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Fisher Discriminant

๏ Ansatz: linear test statistic


๏ Choice of parameters: optimal separation when

• the difference between the means                    is large


• the sum of variances                     is small


๏ Fisher discriminant: 

• maximize objective function


• determine Fisher coefficients such that


๏ For linear problems, Fisher is equivalent to likelihood ratio (optimal test statistic)     => backup

t(~x) =
nX

i=1

aixi = ~aT~x

⌃2
s + ⌃2

b

~rJ(~a) = 0

J(~a) =
(⌧s � ⌧b)2

⌃2
s + ⌃2

b

|⌧s � ⌧b|
<latexit sha1_base64="8fHP4LtxgAlmyxCbVsf4KbHyfvM=">AAAB+HicbVDLSsNAFL2pr1ofjbp0EyyCG0tSBV0W3bisYB/QhjCZTtqhk0mYh1DbfokbF4q49VPc+TdO0yy09cDlHs65l7lzwpRRqVz32yqsrW9sbhW3Szu7e/tl++CwJRMtMGnihCWiEyJJGOWkqahipJMKguKQkXY4up377UciJE34gxqnxI/RgNOIYqSMFNjlaU8hHcjzrIXTwK64VTeDs0q8nFQgRyOwv3r9BOuYcIUZkrLruanyJ0goihmZlXpakhThERqQrqEcxUT6k+zwmXNqlL4TJcIUV06m/t6YoFjKcRyayRipoVz25uJ/Xler6NqfUJ5qRThePBRp5qjEmafg9KkgWLGxIQgLam518BAJhJXJqmRC8Ja/vEpatap3Ua3dX1bqN3kcRTiGEzgDD66gDnfQgCZg0PAMr/BmPVkv1rv1sRgtWPnOEfyB9fkD93mTSQ==</latexit>
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Fisher Discriminant

๏ 10000 Signal and background events: shifted Gaussian distributions, correlated between x and y

Example

Fisher response
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Fisher Discriminant

๏ 10000 Signal and background events: shifted Gaussian distributions, correlated between x and y

Example

x
3− 2− 1− 0 1 2 3

0.
17

9 
 /  

(1
/N

) d
N

0

0.1

0.2

0.3

0.4

0.5
Signal
Background

U/
O

-fl
ow

 (S
,B

): 
(0

.0
, 0

.0
)%

 / 
(0

.0
, 0

.0
)%

Input variable: x

y
4− 3− 2− 1− 0 1 2 3 4 5

0.
24

5 
 /  

(1
/N

) d
N

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

U/
O

-fl
ow

 (S
,B

): 
(0

.0
, 0

.0
)%

 / 
(0

.0
, 0

.0
)%

Input variable: y

x
3−

2−
1−

0
1

2
3

0.179  / (1/N) dN

00.
1

0.
2

0.
3

0.
4

0.
5

Si
gn

al
Ba

ck
gr

ou
nd

U/O-flow (S,B): (0.0, 0.0)% / (0.0, 0.0)%

In
pu

t v
ar

ia
bl

e:
 x

y
4−

3−
2−

1−
0

1
2

3
4

5

0.245 
 

/ (1/N) dN

0

0.
050.

1

0.
150.
2

0.
250.
3

0.
350.
4

0.
45

U/O-flow (S,B): (0.0, 0.0)% / (0.0, 0.0)%

In
pu

t v
ar

ia
bl

e:
 y

Signal efficiency
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

B
ac

kg
ro

un
d 

re
je

ct
io

n
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

MVA Method:

MLP

Fisher

Likelihood

BDT

SVM

nearestNeighbour

Background rejection versus Signal efficiency

For this linear problem, Fisher discriminant provides optimal separation
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Fisher Discriminant

๏ 10000 Signal and background events: non-linear problem: shifted smeared circles

Example

For this non-linear problem, Fisher discriminant is significantly worse than more complex methods 
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Machine Learning
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Machine Learning

๏ Supervised Learning:  

๏ Pre-classified, “labelled” data (or MC) for signal and background.

๏ During the training all inputs and output distributions are available.

๏ Training: minimize loss function E(||ti-ttrue||), i.e. difference between 

truth and result.


๏ Un-supervised Learning:

๏ No labelled data or simulation

๏ Recognition of (unknown) signal, patterns or anomalies

๏ Examples: Principle Component Analysis, Autoencoders


๏ Reinforcement Learning

๏ No labelled data or simulation

๏ Optimize expected reward described by loss function

Autoencoder: target x̃i = xi
<latexit sha1_base64="wXupbwk2B/8UpxKZYVFrQ7X8DTw=">AAACQHicbVC7TsMwFHV4U14tDAwsFhUSU5UAEixIFSyMINGC1FSV49y0Fs5D9g00ivIprPAf/AV/wIZYmXDSDryOZPn43HOvr46XSKHRtl+tmdm5+YXFpeXayura+ka9sdnVcao4dHgsY3XrMQ1SRNBBgRJuEwUs9CTceHfnZf3mHpQWcXSNWQL9kA0jEQjO0EiDesNFIX3IxwNR0FNqrkG9abfsCvQvcaakSaa4HDSsbdePeRpChFwyrXuOnWA/ZwoFl1DU3FRDwvgdG0LP0IiFoPt5tXtB94zi0yBW5kRIK/V7R85CrbPQM86Q4Uj/rpXif7VeisFJPxdRkiJEfPJRkEqKMS2DoL5QwFFmhjCuhNmV8hFTjKOJq7bngoktK8fmbjU8yN2xD4EbZiUtpaGK08TFEXx7KZBsXBSVqzBROr+D+0u6By3nsHVwddRsn01DXSI7ZJfsE4cckza5IJekQzh5II/kiTxbL9ab9W59TKwz1rRni/yA9fkFNjSxMg==</latexit>

Deep Reinforcement Learning 
playing Atari: youtube:V1eYniJ0Rnk  Paper explained: https://www.youtube.com/watch?v=rFwQDDbYTm4

https://www.youtube.com/watch?v=V1eYniJ0Rnk
https://www.youtube.com/watch?v=rFwQDDbYTm4
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Supervised Learning

๏ Use labelled training data to determine optimal test statistic


๏ Overtraining → generalisation loss: machine learns statistical fluctuations and not the concept 

๏ Many input variables → curse of dimensionality → optimal choice of dimensions for a given 

problem, depending on available (labelled) data

Training
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Supervised Learning

๏ Use statistically independent (labelled) dataset to test the trained algorithm


๏ Lower complexity (few parameters or training cycles) → worse separation (bias), lower variance

๏ Higher complexity → lower bias, but: overtraining → higher variance → bigger “generalization error”

Training and Testing
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Supervised Learning

๏ Use statistically independent (labelled) dataset to test the trained algorithm


๏ Kolmogorov-Smirnov (goodness-of-fit) test: maximum difference of the cumulative PDF

Testing
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TMVA

๏ Breakthrough in use of ML in particle physics (since 2005)

๏ Rich set of standardized diagnostic histograms 

๏ Direct comparisons and “hyper-parameter optimisation”

Multivariate Analysis Toolkit of Root

https://root.cern.ch/doc/master/group__tutorial__tmva.html
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https://root.cern.ch/doc/master/group__tutorial__tmva.html
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Large Variety of MVA Algorithms

Taken from: http://scikit-learn.org/stable/auto_examples/classification/plot_classifier_comparison.html

http://scikit-learn.org/stable/auto_examples/classification/plot_classifier_comparison.html
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Summary: Supervised Learning

๏ Preparation:

• Choose simplest method that provides (close to) optimal solution 

(linear / non-linear)

• Keep dimensionality minimal 

• Identify n optimal features

• Remove strongly correlated inputs


๏ Training and testing:

• Test generalisation properties: “trade-off between bias vs 

variance”, in English: avoid overtraining


• Scan hyperparameters to ensure result is stable and close to 
optimal


๏ Application:

• Calculate event-by-event discriminator, i.e. scalar test statistic t(x)

https://xkcd.com/1838/


https://xkcd.com/1838/


Boosted Decision Trees
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Decision Tree
Taken from

: B
ohm

/Zech

๏ Sequential („<“ or „>“) decisions in single observables:

• cutting the feature space into (hyper-)squares


๏ Decision tree: 

• decisions = branches, 


• end nodes = leaves


๏ Features:

• Robust against outliers and normalisation 


• Features can be used several times (“greedy algorithm”)


• Training is usually fast (in comparison to ANN)
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Decision Tree
Taken from

: B
ohm

/Zech

๏ Take most significant feature of the training dataset to separate events into two branches

• Fake rate: F = 1 – max(p,1 – p)


• Gini index: G = 2p(1 – p) 


• “Cross entropy S” =  – (p ln(p) + (1 – p)ln(1 – p))


๏ "Greedy Algorithm”: sequentially repeat until stopping criterion

• maximal number of leaves 


• minimal number of events 


• target purity

Training: Growing the Tree

Stopping criteria

Decision criteria
p =

ns

ns + nb
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Decision Trees https://paulvanderlaken.com/2020/01/20/animated-machine-learning-classifiers/

Training: Growing the Tree

https://paulvanderlaken.com/2020/01/20/animated-machine-learning-classifiers/
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Forest of Decision Trees

๏ “Weak Learner”: a single tree generally provides poor generalisation to other data (same PDF)


๏ A forest (≥1000 trees) can be very powerful: robust separation by majority vote of many trees, each 
of which has a poor separation ("ensemble method”)


๏ Further improvements:

• Random Forest: each tree is built from random subsets of observables


• Bagging: subset of the test dataset are used to generate the decision tree.


• Boosting: increase weights of wrongly classified events

Ensemble of Weak Learners
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Forest of Decision Trees https://paulvanderlaken.com/2020/01/20/animated-machine-learning-classifiers/

Ensemble of Weak Learners

https://paulvanderlaken.com/2020/01/20/animated-machine-learning-classifiers/
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AdaBoost

๏ Observables with relevant information are considered more 

๏ Assign increased weights to wrongly classified events for subsequent weak learners 

๏ Calculate weight αi  from fake rate erri-1 of the previous tree


๏ Boosted classification: 


Where hi(x): 1(-1) for signal(background) and Ncollection: number of trees


๏ Adjust boost strength through additional hyperparameter β, i.e α → αβ

“Adaptive Boosting”

7.1 Adaptive Boost (AdaBoost) 55

methods by sequentially applying an MVA algorithm to reweighted (boosted) versions of the training
data and then taking a weighted majority vote of the sequence of MVA algorithms thus produced.
It has been introduced to classification techniques in the early ’90s [25] and in many cases this
simple strategy results in dramatic performance increases.

Although one may argue that bagging (cf. Sec. 7.3) is not a genuine boosting algorithm, we include
it in the same context and typically when discussing boosting we also refer to bagging. The most
commonly boosted methods are decision trees. However, as described in Sec. 9.1 on page 123,
any MVA method may be boosted with TMVA. Hence, although the following discussion refers
to decision trees, it also applies to other methods. (Note however that “Gradient Boost” is only
available for decision trees).

7.1 Adaptive Boost (AdaBoost)

The most popular boosting algorithm is the so-called AdaBoost (adaptive boost) [26]. In a clas-
sification problem, events that were misclassified during the training of a decision tree are given a
higher event weight in the training of the following tree. Starting with the original event weights
when training the first decision tree, the subsequent tree is trained using a modified event sample
where the weights of previously misclassified events are multiplied by a common boost weight ↵.
The boost weight is derived from the misclassification rate, err, of the previous tree17,

↵ =
1� err

err
. (23)

The weights of the entire event sample are then renormalised such that the sum of weights remains
constant.

We define the result of an individual classifier as h(x), with (x being the tuple of input variables)
encoded for signal and background as h(x) = +1 and � 1, respectively. The boosted event classifi-
cation yBoost(x) is then given by

yBoost(x) =
1

Ncollection
·

NcollectionX

i

ln(↵i) · hi(x) , (24)

where the sum is over all classifiers in the collection. Small (large) values for yBoost(x) indicate a
background-like (signal-like) event. Equation (24) represents the standard boosting algorithm.

AdaBoost performs best on weak classifiers, meaning small indivdidual decision trees with a tree
depth of often as small 2 or 3, that have very little discrimination power by themselves. Given
such small trees, they are much less prone to overtraining compared to simple decision trees and
as an ensemble outperform them typically by far. The performance is often further enhanced by
forcing a “slow learing” and allowing a larger number of boost steps instead. The learning rate of
the AdaBoost algorithm is controled by a parameter � giving as an exponent to the boost weight
↵ ! ↵

� , which can be modified using the configuration option string of the MVA method to be

17By construction, the error rate is err  0.5 as the same training events used to classify the output nodes of the
previous tree are used for the calculation of the error rate.
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Freund, Schapire 1997 

http://www.sciencedirect.com/science/article/pii/S002200009791504X?via%3Dihub
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AdaBoost

๏ AdaBoost, NTrees=500, MinNodeSize=0.5, AdaBoostBeta=0.5, MaxDepth=3, nCuts = 20, 
SeparationType=GiniIndex, 10000 events


๏ Training: 2s, testing: 0.5s

Example
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AdaBoost

๏ AdaBoost, NTrees=500, MinNodeSize=0.5, AdaBoostBeta=0.5, MaxDepth=3, nCuts = 20, 
SeparationType=GiniIndex, 10000 events


๏ Training: 2s, testing: 0.5s

๏ Good separation

Example
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AdaBoost

๏ AdaBoost, NTrees=500, MinNodeSize=0.05, AdaBoostBeta=0.5, MaxDepth=3, nCuts = 20, 
SeparationType=GiniIndex, 10000 events


๏ Training: 2s, testing: 0.5s

๏ Bad separation

Example
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Boosted Decision Trees

๏ Ensemble method: many simple models (weak learners) together can make up a complex model

๏ Good properties:


• Locally 1-dimensional decisions

• Fast suppression of obvious backgrounds

• Robust against outliers

• No special metric or normalization of input variables

• Few parameters (tuning effort, aka hyper-parameter optimisation, is small)

• Trees can be understood, including straightforward ranking of inputs 

• Fast training


๏ Relatively slow in execution


Boosted Decision Trees are very popular in particle physics - still !

Summary



Artificial Neural Networks
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Biological Neural Networks

๏ Human brain

• Many processors = O(1011) Neurons

• Single processing step slow: O(10 ms) ~ 100 Hz

• Massively parallel: O(1014) Synapses


๏ Neurons:

• Generate output signal if combined input signals 

exceed some threshold


๏ Natural Neural Networks

• Tolerant against incomplete or noisy inputs 


• Self-organised learning: poorly understood

Source: www.willamette.edu/~gorr/classes/cs449/brain.html

Wikipedia

http://www.willamette.edu/~gorr/classes/cs449/brain.html
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Artificial Neural Networks (ANN)

๏ Standard non-linear method in supervised learning

• Feed-forward network


• Typically O(103) neurons (in DL up to 109)


• Simple topology (in DL not so simple)


• Fast (O(ns)) ~ GHz


• Training usually slow (slower than BDT)


• Weights W and U by minimisation of loss-function


• Differentiable activation function σ(x):

Conventional “feed-forward” ANN
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One-Layer Perceptron

๏ One-layer perceptron implements basic 
logical gates AND, NOT and OR


๏ But not XOR!                                           
solution: use an additional hidden layer

Rosenblatt, 1958

x and y

not x

x or y

weights

thresholds

Minsky and Papert, 1969

x XOR y

http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.588.3775
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Multi-Layer Perceptron (MLP)

๏ One or several hidden layers


๏ Feed-forward network

• Each layer is fed only by previous layer


• Most important case: one single hidden 
layer with m nodes (oft: m>n)


๏ Non-linear test statistic:

        With appropriate ω, a multi-layer perceptron can approximate any continuous function

n input

features

m nodes 

in hidden layer

single

output node
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Loss-Function Minimization

๏ Loss function                            describes degree of agreement between classifier and expectation

๏ Error backpropagation: iterative procedure to determine optimal weights W


• Often used: Mean Average Distance (MAD) or Mean Squared Error (MSE):


๏ Gradient descent method:

• In each iteration (learning cycle) the weights W are modified in the direction of the loss function gradient


• η: learning rate (step size)


• Too small: slow convergence

• Too large: algorithm could oscillate around minimum

• Optimum: negative inverse of Hessian

MSE:
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Back Propagation

๏ Loss function MSE:                                and activation function A(1) = tanh(x)

  


๏ Change of weights between hidden and output layer (2):   


๏ Change of weights between input and hidden layer (1):

where
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Chain rule: back propagation simplifies into passing of actual numbers

https://root.cern.ch/download/doc/tmva/TMVAUsersGuide.pdf
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Neural Network in TMVA

๏ MLP: two input variables, 8 hidden nodes, sigmoid activation function, 600 learning cycles 
(“epochs”), 10000 events


๏ Training: 23s, application: 0.04 s 

๏ Compare with BDT: 2s and 0.5s 
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Neural Network in TMVA

๏ MLP: two input variables, 8 hidden nodes, sigmoid activation function, 600 learning cycles 
(“epochs”), 10000 events


๏ Training: 23s, application: 0.04 s

๏ Very good separation
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Neural Network in TMVA

๏ MLP: two input variables, 8 hidden nodes, sigmoid activation function, 600 learning cycles 
(“epochs”), 500 events


๏ Training: 1.5s, application: 0.04 s

๏ 500 events: bad separation, overtraining !
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Deep Learning
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Representation Learning

Learned features in deeper layers are increasingly invariant to local changes of the input 
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Historical Perspective
Benchmarks

Figure 2: Difficult but correctly transcribed examples from the internal street numbers dataset. Some
of the challenges in this dataset include diagonal or vertical layouts, incorrectly applied blurring from
license plate detection pipelines, shadows and other occlusions.

This dataset is more difficult because it comes from more countries (more than 12), has street num-
bers with non-digit characters and the quality of the ground truth is lower. See Fig. 2 for some
examples of difficult inputs from this dataset that our system was able to transcribe correctly, and
Fig. 3 for some examples of difficult inputs that were considered errors.

We obtained an overall sequence transcription accuracy of 91% on this more challenging dataset.
Using confidence thresholding, we were able to obtain a coverage of 83% with 99% accuracy, or
89% coverage at 98% accuracy. On this task, due to the larger amount of training data, we did
not see significant overfitting like we saw in SVHN so we did not use dropout. Dropout tends to
increase training time, and our largest models are already very costly to train. We also did not use
maxout units. All hidden units were rectifiers (Jarrett et al., 2009; Glorot et al., 2011). Our best
architecture for this dataset is similar to the best architecture for the public dataset, except we use
only five convolutional layers rather than eight. (We have not tried using eight convolutional layers
on this dataset; eight layers may obtain slightly better results but the version of the network with
five convolutional layers performed accurately enough to meet our business objectives) The locally
connected layers have 128 units per spatial location, while the fully connected layers have 4096
units per layer.

5.3 CAPTCHA puzzles dataset

CAPTCHAs are reverse turing tests designed to use distorted text to distinguish humans and ma-
chines running automated text recognition software. reCAPTCHA is a leading CAPTCHA provider
with an installed base of several hundreds of thousands of websites. To evaluate the generality of
the proposed approach to recognizing arbitrary text, we created a dataset composed of the hardest
CAPTCHA puzzle examples of which are shown in Figure 4.

The model we use is similar to the best one used over the SVHN dataset with the following differ-
ences: we use 9 convolutional layers in this network instead of 11, with the first layer containing
normal rectifier units instead of maxouts, the convolutional layers are also slightly bigger, while
the fully connected ones smaller. The output of this model is case-sensitive and it can handle up
to 8 character long sequences. The input is one of the two CAPTCHA words cropped to a size of
200x40 where random sub-crops of size 195x35 are taken. The performance reported was taken
directly from a test set of 100K samples and a training set in the order of millions of CAPTCHA
images.

6

Goodfellow et al.: Multi-digit Number 
Recognition from Street View Imagery 
using Deep Convolutional Neural 
Networks arxiv:1312.6082

Until 2017: Large Scale Visual 
Recognition Challenge (LSVRC)


Since then: https://www.kaggle.com/ 

https://www.paperswithcode.com/task/image-classification:

๏ In 2015, machine’s error rates passed that of humans


๏Benchmarks today: 


• MNIST dataset: 99.8% correct recognition 1.5 million parameters


• ImageNet: 90.2% using up to 1 billion parameters

https://arxiv.org/abs/1312.6082
http://image-net.org/challenges/LSVRC/
http://image-net.org/challenges/LSVRC/
https://www.kaggle.com/
https://www.paperswithcode.com/task/image-classification
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Deep Neural Networks

๏ Universal Approximation Theorem (Hornik et al, 1989):                                                           
A neural network with a single hidden layer can approximate 
any function.

• No statement about the number of nodes.


• No guarantee that such a network can actually                             
be trained successfully


๏ Deeper models can deliver better results                                     
with the same number of parameters


๏ Still a connectionist idea: complex function is composed of 
several simple functions → Representation Learning
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http://www.sciencedirect.com/science/article/pii/0893608089900208
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Deep Neural Networks

๏ For the same number of parameters, deeper models can deliver better results 
(Goodfellow et al, 2014).

For Picture Recognition

CHAPTER 6. DEEP FEEDFORWARD NETWORKS
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Figure 6.7: Deeper models tend to perform better. This is not merely because the model is
larger. This experiment from Goodfellow 2014det al. ( ) shows that increasing the number
of parameters in layers of convolutional networks without increasing their depth is not
nearly as effective at increasing test set performance. The legend indicates the depth of
network used to make each curve and whether the curve represents variation in the size of
the convolutional or the fully connected layers. We observe that shallow models in this
context overfit at around 20 million parameters while deep ones can benefit from having
over 60 million. This suggests that using a deep model expresses a useful preference over
the space of functions the model can learn. Specifically, it expresses a belief that the
function should consist of many simpler functions composed together. This could result
either in learning a representation that is composed in turn of simpler representations (e.g.,
corners defined in terms of edges) or in learning a program with sequentially dependent
steps (e.g., first locate a set of objects, then segment them from each other, then recognize
them).

203

deeplearningbook, Fig 6.7

https://arxiv.org/abs/1312.6082
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Historical Perspective

๏ The MNIST dataset (1998) 

• “NIST” stands for National Institute of Standards 

and Technology, the agency that originally collected 
this data. http://yann.lecun.com/exdb/mnist/


• “M” stands for “modified,”                                              
data has been preprocessed for easier use


๏ Today:

• Still used as sample for benchmark tests 

• Training on a laptop takes a few minutes

CHAPTER 1. INTRODUCTION

Figure 1.9: Example inputs from the MNIST dataset. The “NIST” stands for National

Institute of Standards and Technology, the agency that originally collected this data.

The “M” stands for “modified,” since the data has been preprocessed for easier use with

machine learning algorithms. The MNIST dataset consists of scans of handwritten digits

and associated labels describing which digit 0–9 is contained in each image. This simple

classification problem is one of the simplest and most widely used tests in deep learning

research. It remains popular despite being quite easy for modern techniques to solve.

Geoffrey Hinton has described it as “the drosophila of machine learning,” meaning that

it allows machine learning researchers to study their algorithms in controlled laboratory

conditions, much as biologists often study fruit flies.

22

deeplearningbook, Fig 1.9

Keras/Tensorflow example (requires python3.10 and pip):

http://www.desy.de/~ameyer/da_kseta_22/codesnippets/deeplearning.tar

http://www.desy.de/~ameyer/da_kseta_22/codesnippets/deeplearning/tex/Exercise.pdf

User: Students    pw: only

http://yann.lecun.com/exdb/mnist/
http://www.desy.de/~ameyer/da_kseta_22/codesnippets/deeplearning.tar
http://www.desy.de/~ameyer/da_kseta_22/codesnippets/deeplearning/tex/Exercise.pdf
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Keras Interface to Tensorflow

๏ ConvNet

๏ Activation

๏ Max-Pooling

๏ Flatten

๏ Dense

๏ Activation

๏ Dropout

๏ Dense

๏ Activation

Example

 

๏ Very simple to set up 
complex architectures 


๏ Extremely fast optimisation 
algorithms

Keras/Tensorflow example (requires python3.10 and pip):

http://www.desy.de/~ameyer/da_kseta_22/codesnippets/deeplearning.tar

http://www.desy.de/~ameyer/da_kseta_22/codesnippets/deeplearning/tex/Exercise.pdf


https://keras.io/
http://www.desy.de/~ameyer/da_kseta_22/codesnippets/deeplearning.tar
http://www.desy.de/~ameyer/da_kseta_22/codesnippets/deeplearning/tex/Exercise.pdf
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Deep Learning

๏ Multilayer Neural Networks show a better performance than single-hidden layer ANN

• More separation power with less nodes


๏ Breakthrough around 2015: error rate drops below that of humans. 

• Fast and powerful software and hardware (e.g. GPU)

• Extremely large (labelled) datasets.


๏ Different types of deep networks to address specific features

• Convolutional Neural Nets (CNN)

• Recurrent Neutral Nets (RNN)

• Relation Networks (RN)

• Graph Networks (GN)

• Generative Adversarial Networks (GAN)

• Autoencoder (VAE)


๏ Application in physics: rigorous theory provides important knowledge about correlations between inputs. DL does 
nevertheless still achieve some improvements.

Summary



Conclusions
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Conclusions
๏ Statistical methods to extract maximal information from the data

• Probabilities: including Frequentist and Bayesian view points
• Hypothesis tests and confidence intervals: physicists look for correct hybrid methods
• Profile likelihood ratio: provides signal strength and exclusion limits including systematic uncertainties and correlations
• Classification: a large-scale application of hypothesis tests
• Machine learning: BDT, ANN and a superficial look at Deep Learning 

๏ The scientific cycle
• Interplay between theory and experiment: determine and document observations in a reproducible and/or exp.-

independent way
• Statistical uncertainties: well understood concept
• Systematic uncertainties: 

• no general rule, often determined from ancillary measurements -> statistical effects
• calibrations, resolutions, efficiencies
• proceed with care, reflexion and courage



Backup
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Fisher Discriminant

๏ Maximize 


๏ For                      , one obtains Fisher’s linear discriminant


๏ Example: multivariate Gauss distributions with covariance matrix V, i.e.


๏ Compare to likelihood ratio: Fisher discriminant is equivalent, i.e. monotonic function of x:

J(~a) =
(⌧s � ⌧b)2

⌃2
s + ⌃2

b

where W=Σs2+Σb2
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CHAPTER 1. INTRODUCTION
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Figure 1.7: The figure shows two of the three historical waves of artificial neural nets

research, as measured by the frequency of the phrases “cybernetics” and “connectionism” or

“neural networks” according to Google Books (the third wave is too recent to appear). The

first wave started with cybernetics in the 1940s–1960s, with the development of theories

of biological learning ( , ; , ) and implementations ofMcCulloch and Pitts 1943 Hebb 1949

the first models such as the perceptron (Rosenblatt 1958, ) allowing the training of a single

neuron. The second wave started with the connectionist approach of the 1980–1995 period,

with back-propagation ( , ) to train a neural network with one or twoRumelhart et al. 1986a

hidden layers. The current and third wave, deep learning, started around 2006 (Hinton

et al. et al. et al., ;2006 Bengio , ;2007 Ranzato , ), and is just now appearing in book2007a

form as of 2016. The other two waves similarly appeared in book form much later than

the corresponding scientific activity occurred.

14

64

Historical Perspective

deeplearningbook, Fig 1.7

๏ 1940s: cybernetics (information transfer in machine and animals)

• Research on machine learning starts with the linear perceptron


• Interest decreases due to (supposed) limitations (e.g. XOR problem, Minsky 1969)


๏ 1980s: connectionism (many simple functions combined can solve complex problems)

• ANN, BDT, SVN: good results for many non-linear problems 


• Very high expectations, initially not met (esp. slow training of ANN and application speed of BDT)


• TMVA (since 2005) and scikit-learn (2010) were built on these (and other methods)


๏ Currently: Deep Learning

• Tensorflow/keras, pytorch


• Fast-growing number of extremely powerful                                                                                                                     
tools and techniques


• No limits in sight (?!)
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Historical Perspective
๏ Originally strong interest in unsupervised learning techniques (“artificial intelligence”)

๏ Today predominantly supervised learning with (extremely large) data samples

๏ Huge commercial interests, modern software packages, powerful computing (GPU)

๏ Number of neurons in functional networks doubles roughly every 2.4 years. Status 2016: ~5⋅106 

parameters (about the size of the nervous system of insects) 

CHAPTER 1. INTRODUCTION
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Figure 1.11: Since the introduction of hidden units, artificial neural networks have doubled
in size roughly every 2.4 years. Biological neural network sizes from ( ).Wikipedia 2015

1. Perceptron ( , , )Rosenblatt 1958 1962

2. Adaptive linear element ( , )Widrow and Hoff 1960

3. Neocognitron (Fukushima 1980, )

4. Early back-propagation network ( , )Rumelhart et al. 1986b

5. Recurrent neural network for speech recognition (Robinson and Fallside 1991, )

6. Multilayer perceptron for speech recognition ( , )Bengio et al. 1991

7. Mean field sigmoid belief network ( , )Saul et al. 1996

8. LeNet-5 ( , )LeCun et al. 1998b

9. Echo state network ( , )Jaeger and Haas 2004

10. Deep belief network ( , )Hinton et al. 2006

11. GPU-accelerated convolutional network ( , )Chellapilla et al. 2006

12. Deep Boltzmann machine (Salakhutdinov and Hinton 2009a, )

13. GPU-accelerated deep belief network ( , )Raina et al. 2009

14. Unsupervised convolutional network ( , )Jarrett et al. 2009

15. GPU-accelerated multilayer perceptron ( , )Ciresan et al. 2010

16. OMP-1 network ( , )Coates and Ng 2011

17. Distributed autoencoder ( , )Le et al. 2012

18. Multi-GPU convolutional network ( , )Krizhevsky et al. 2012

19. COTS HPC unsupervised convolutional network ( , )Coates et al. 2013

20. GoogLeNet ( , )Szegedy et al. 2014a

27

deeplearningbook, Fig 1.10Perceptron

GoogLeNet

Large number of neurons require 
extremely large training datasets


- and good software and computing
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Deep Neural Networks

5
/
3
8

F
eed

F
orw

ard
N
eu

ral
N
etw

orks

x
1

x
2

x
3

x
4

x

u
1
=

f
(W

1 x
+

✓
1 )

ŷ
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๏ Universal Approximation Theorem (Hornik et al, 1989):                                                           
A neural network with a single hidden layer can approximate 
any function.

• No statement about the number of nodes.


• No guarantee that such a network can actually                            
be trained successfully

http://www.sciencedirect.com/science/article/pii/0893608089900208
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Deep Neural Networks

๏ Universal Approximation Theorem (Hornik et al, 1989):                                                           
A neural network with a single hidden layer can approximate 
any function.

• No statement about the number of nodes.


• No guarantee that such a network can actually                             
be trained successfully


๏ Deeper models can deliver better results                                     
with the same number of parameters


๏ Still a connectionist idea: complex function is composed of 
several simple functions → Representation Learning

5
/
3
8

F
eed

F
orw

ard
N
eu

ral
N
etw

orks

x
1

x
2

x
3

x
4

x

u
1
=

f
(W

1 x
+

✓
1 )

u
2
=

f
(W

2 u
1
+

✓
2 )

u
3
=

f
(W

3 u
2
+

✓
3 )

ŷ
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http://www.sciencedirect.com/science/article/pii/0893608089900208
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Network Architectures

๏ Feedforward Neural Network

• Dense Layers: completely connected layers


• No feedback connections


๏ Reduce number of parameters (“sparsification” or              
“complexity reduction”) without performance loss:                                             
use specific types of nodes as building blocks

• Convolutional Neural Networks / Representation Learning


• Recurrent Neural Networks


• Relation Networks


• Graph Networks 


• Adversarial Networks


• Autoencoders


• ……..

https://w
w

w
.asim

ovinstitute.org/neural-netw
ork-zoo/


https://www.asimovinstitute.org/neural-network-zoo/
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Representation Learning

Learned features in deeper layers are increasingly invariant to local changes of the input 



    Andreas B. Meyer                                                          Statistical Methods in Data Analysis                                                             Introduction to the Terascale,  6-10 March 2023                                 70

Representation Learning

๏ Sequence of multiple convolution and pooling layers, finish with a deep net of fully connected layers

S
lides: Thom

as K
eck, D

eep Learning Lecture K
IT 2017 (w

ith A
.B

.M
eyer)  
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Convolutional Layer S
lides: Thom

as K
eck, D

eep Learning Lecture K
IT 2017 (w

ith A
.B

.M
eyer)  
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Convolutional Layer

๏ Vertical edges by subtraction of each original pixel value by the value of the pixel to the left 
(transformation described by a Conv.Net with appropriate Kernel)


๏ A few simple computations lead to drastic reduction of the number of relevant pixels, i.e. training 
parameters, without much loss of information.

Example

CHAPTER 9. CONVOLUTIONAL NETWORKS

Figure 9.6: Efficiency of edge detection. The image on the right was formed by taking

each pixel in the original image and subtracting the value of its neighboring pixel on the

left. This shows the strength of all of the vertically oriented edges in the input image,

which can be a useful operation for object detection. Both images are 280 pixels tall.

The input image is 320 pixels wide while the output image is 319 pixels wide. This

transformation can be described by a convolution kernel containing two elements, and

requires 319 × 280 × 3 = 267, 960 floating point operations (two multiplications and

one addition per output pixel) to compute using convolution. To describe the same

transformation with a matrix multiplication would take 320× 280× 319× 280, or over
eight billion, entries in the matrix, making convolution four billion times more efficient for

representing this transformation. The straightforward matrix multiplication algorithm

performs over sixteen billion floating point operations, making convolution roughly 60,000

times more efficient computationally. Of course, most of the entries of the matrix would be

zero. If we stored only the nonzero entries of the matrix, then both matrix multiplication

and convolution would require the same number of floating point operations to compute.

The matrix would still need to contain 2 × 319× 280 = 178, 640 entries. Convolution

is an extremely efficient way of describing transformations that apply the same linear

transformation of a small, local region across the entire input. (Photo credit: Paula

Goodfellow)

340

deeplearningbook, Fig. 9.6

320 Pixels

280 Pixels

319 Pixels
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Max Pooling S
lides: Thom

as K
eck, D

eep Learning Lecture K
IT 2017 (w

ith A
.B

.M
eyer)  
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Representation Learning

๏ Each stage has a larger degree of invariance

๏ Number of features increases as resolution is reduced 

๏ Final layer is fully connected with a multinomial activation function (softmax)

S
lides: Thom

as K
eck, D

eep Learning Lecture K
IT 2017 (w

ith A
.B

.M
eyer)  
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Regularisation

๏ Modification of the learning algorithm to reduce the generalisation error (avoid over-training)

๏ Reduce number of parameters w/o capacity loss: “best model (in the sense of minimizing the 

generalization error) is a large model that has been regularised appropriately.” (DLbook, p229)


๏ Methods:

• Early stopping, stop before overtraining


• Weight decay: penalty terms against high weights


• Sparse representations: penalty term against activation


• Drop-Out: remove single nodes during the training. Repeat with different DropOut conditions. Reduce 
dependence of network behaviour on single nodes 


• Parameter sharing: common parameters across nodes, e.g. ConvNet Kernel 


• Adversarial training: use background to improve robustness.


๏ In supervised problems in HEP, generation/simulation of more data is often easier than 
regularisation
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Drop Out

• Drop-Out: reduce dependence of network behaviour on single nodes 


• remove single nodes during the training 


• repeat with different DropOut conditions

Regularisation
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Recurrent Neural Networks

๏ Share inputs across different time slices

๏ Long short-term memory


• resolves back propagation issues (vanishing or exploding gradients)


• input gate decides when to update the stored value


• output gate decides when to output the stored value


• forget gate decides when to forget the stored value
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Figure 1: Reuse and sharing in common deep learning building blocks. (a) Fully connected layer,
in which all weights are independent, and there is no sharing. (b) Convolutional layer, in which
a local kernel function is reused multiple times across the input. Shared weights are indicated by
arrows with the same color. (c) Recurrent layer, in which the same function is reused across di↵erent
processing steps.

neighborhoods, which diminishes with distance, and because the statistics are mostly stationary
across an image (Table 1).

2.1.3 Recurrent layers

A third common building block is a recurrent layer (Elman, 1990), which is implemented over a
sequence of steps. Here, we can view the inputs and hidden states at each processing step as the
entities, and the Markov dependence of one step’s hidden state on the previous hidden state and
the current input, as the relations. The rule for combining the entities takes a step’s inputs and
hidden state as arguments to update the hidden state. The rule is reused over each step (Figure 1c),
which reflects the relational inductive bias of temporal invariance (similar to a CNN’s translational
invariance in space). For example, the outcome of some physical sequence of events should not
depend on the time of day. RNNs also carry a bias for locality in the sequence via their Markovian
structure (Table 1).

2.2 Computations over sets and graphs

While the standard deep learning toolkit contains methods with various forms of relational inductive
biases, there is no “default” deep learning component which operates on arbitrary relational structure.
We need models with explicit representations of entities and relations, and learning algorithms which
find rules for computing their interactions, as well as ways of grounding them in data. Importantly,
entities in the world (such as objects and agents) do not have a natural order; rather, orderings
can be defined by the properties of their relations. For example, the relations between the sizes of
a set of objects can potentially be used to order them, as can their masses, ages, toxicities, and
prices. Invariance to ordering—except in the face of relations—is a property that should ideally be
reflected by a deep learning component for relational reasoning.

Sets are a natural representation for systems which are described by entities whose order is
undefined or irrelevant; in particular, their relational inductive bias does not come from the presence
of something, but rather from the absence. For illustration, consider the task of predicting the center
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Convolutional Neural Network (CNN)
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sequence of steps. Here, we can view the inputs and hidden states at each processing step as the
entities, and the Markov dependence of one step’s hidden state on the previous hidden state and
the current input, as the relations. The rule for combining the entities takes a step’s inputs and
hidden state as arguments to update the hidden state. The rule is reused over each step (Figure 1c),
which reflects the relational inductive bias of temporal invariance (similar to a CNN’s translational
invariance in space). For example, the outcome of some physical sequence of events should not
depend on the time of day. RNNs also carry a bias for locality in the sequence via their Markovian
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find rules for computing their interactions, as well as ways of grounding them in data. Importantly,
entities in the world (such as objects and agents) do not have a natural order; rather, orderings
can be defined by the properties of their relations. For example, the relations between the sizes of
a set of objects can potentially be used to order them, as can their masses, ages, toxicities, and
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Recurrent Neural Network (RNN)

source: https://en.wikipedia.org/wiki/Long_short-term_memory

https://en.wikipedia.org/wiki/Long_short-term_memory
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Relation Networks

๏ Objects (=> nodes)

๏ Relations (=> weights, i.e. connections)


• “left of”


• “same size as”


• “heavier than …”


๏ Reduce complexity through                      
weight-sharing among objects e.g.

Relations between Objects
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Relation Networks
Relations between Objects

arXiv:1706.01427

https://arxiv.org/abs/1706.01427
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Graph Networks

• A graph is a 3-tuple: G = (u, V, E) where


• u: global attributes


• V: a set of nodes (objects) with attributes


• E: the set of edges (relations) with weights

Generalization of Relation Networks 

arXiv:1806.01261

arXiv:2007.13681

Sensor → vertex
Connection → edge

Example: application for calorimeter showers

https://github.com/deepmind/graph_nets


Try out the demos in the paper, e.g. tinyurl.com/gn-shortest-path-demo

https://arxiv.org/pdf/1806.01261v3.pdf
https://arxiv.org/pdf/2007.13681.pdf
https://github.com/deepmind/graph_nets
http://tinyurl.com/gn-shortest-path-demo
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Adversarial Neural Networks

๏ Generative network (G) learns to create images from 
random inputs


๏ Adversarial network (A) distinguishes fake and real 
images


๏ Adapt weights of G so that the loss of A is maximised

๏ Train on original and adversarial examples

A nice video about GANs and forward and 

back propagation: https://youtu.be/8L11aMN5KY8
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Figure 6: Distribution of energies reconstructed by the constrainer network computed on generated
and GEANT4 simulated showers for di�erent energy labels (a). Impact position Px (b), and impact
position Py (c) of generated showers reconstructed by the constrainer network as a function of their
true labels. Statistical errors on these means are negligible. Note that 70 GeV showers were not
part of the training set.

We use 10 latent variables each following a uniform distribution U(�1, 1). Furthermore, we use
the Adam optimizers with �1 = 0.0, �2 = 0.9 [11] and di�erent learning rates for the networks.
The constrainer networks use a small learning rate of lr = 5 · 10�5. Their training is stopped after
50 epochs. For the generator we use a learning rate of lr = 10�3 and drop the learning rate after
70, 90 and 100 epochs to lr = 5 · 10�4, lr = 2 · 10�4 or rather lr = 10�4. For the critic we use an
initial learning rate of lr = 5 · 10�4 and change the learning rate to lr = 2 · 10�4, lr = 10�4 and
lr = 5 · 10�5 after 60, 80 and 100 epochs, respectively.

4 Performance benchmarks

Various benchmarks related to the quality of our generated electromagnetic showers are discussed in
the following. It will be demonstrated that WGAN produces high-quality showers which resemble
the real dataset in many aspects while lowering the computing time to simulate a full electromagnetic
shower by three orders of magnitude.

The investigation is structured as follows. In section 4.1 we perform a visual inspection of
WGAN generated showers. First, we illustrate two examples on which qualitative observations are
highlighted. Second, the analysis of pixel occupations reveals that the trained WGAN considers the
radially decreasing occupancy profile. In section 4.2 we then show that the generated samples reflect
characteristics related to the input physics labels. This behavior was enforced indirectly through
the extended generator loss (3.5). By contrast, any other physically motivated observable evaluated
on the generated showers was not constrained in the training. However, as illustrated in section 4.3,
many distributions of shower characterizing quantities computed on the generated showers match
those computed from the real dataset well. Moreover, we demonstrate that key correlations between
calorimeter observables are obtained. For all reported benchmark scenarios, good shower qualities
for 70 GeV electron showers are obtained despite the fact that these were not part of the training set.

Finally, this section is concluded with a report on the WGAN’s computational time advantage
over detailed simulation using GEANT4.

– 9 –

Applications in particle physics being explored:                            
e.g. fast simulation of calorimeter showers:


https://arxiv.org/abs/1807.01954

https://cds.cern.ch/record/2746032/files/ATL-
SOFT-PUB-2020-006.pdf

https://youtu.be/8L11aMN5KY8
https://arxiv.org/abs/1807.01954
https://cds.cern.ch/record/2746032/files/ATL-SOFT-PUB-2020-006.pdf
https://cds.cern.ch/record/2746032/files/ATL-SOFT-PUB-2020-006.pdf
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Autoencoder

• Learn efficient data coding, i.e. a representation                       
of the data with reduced dimensionality


• Target:

• Encoding h(xi): latent variables, or latent representation

Unsupervised Learning for Anomaly Detection

Applications in particle physics:

• search for new physics: e.g. https://

arxiv.org/abs/1811.10276

• data quality monitoring 

• etc…

x̃i = xi
<latexit sha1_base64="wXupbwk2B/8UpxKZYVFrQ7X8DTw=">AAACQHicbVC7TsMwFHV4U14tDAwsFhUSU5UAEixIFSyMINGC1FSV49y0Fs5D9g00ivIprPAf/AV/wIZYmXDSDryOZPn43HOvr46XSKHRtl+tmdm5+YXFpeXayura+ka9sdnVcao4dHgsY3XrMQ1SRNBBgRJuEwUs9CTceHfnZf3mHpQWcXSNWQL9kA0jEQjO0EiDesNFIX3IxwNR0FNqrkG9abfsCvQvcaakSaa4HDSsbdePeRpChFwyrXuOnWA/ZwoFl1DU3FRDwvgdG0LP0IiFoPt5tXtB94zi0yBW5kRIK/V7R85CrbPQM86Q4Uj/rpXif7VeisFJPxdRkiJEfPJRkEqKMS2DoL5QwFFmhjCuhNmV8hFTjKOJq7bngoktK8fmbjU8yN2xD4EbZiUtpaGK08TFEXx7KZBsXBSVqzBROr+D+0u6By3nsHVwddRsn01DXSI7ZJfsE4cckza5IJekQzh5II/kiTxbL9ab9W59TKwz1rRni/yA9fkFNjSxMg==</latexit>
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Variational Autoencoder (VAE)
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