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dCache file servers

@ Separate dCache instances per VO
W dCache pools are directories in a shared GPFS

@ Stage/Write tape pools

@ 1 primary and 1 fallback pools for ATLAS

@ 1 pool for Belle2

@ 2 pools for CMS/LHCb (same priority pools)
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Current HPSS Setup
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HPSS Tape Library ﬂ(".

Karlsruhe Institute of Technology

@ SpectralLogic Tfinity
@ 39 TS1160 tape drives (Native sustained data rate (uncompr.) — 400 MB/s)
@ 20TB tape capacity
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HPSS Storage: Current Status ﬂ(IT

Karlsruhe Institute of Technology

@ CMS/LHCDb/Belle2 are migrated to HPSS
@ CMS/LHCD are currently in production

USl ng H PSS HPSS Projects: Bytes per COS

Last

@ Currently available ~35PB in total

== COS51 27.2PB
Cose1  123TB

35PB

== COS71 5.71PB

oFe == COS81 2.55PB

25PB

20PB

09/01 11/01 01/01 03/01 05/01 07/01

@ ATLAS data migration is currently in progress
@ Next step is to migrate ALICE
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Data Migration from TSM to HPSS

@ Data is transferred outside of dCache

@ Query chimera DB for file names

@ Reading a complete datasets from TSM to GPFS
@ Writing a dataset via pftp to HPSS

@ Verifing the checksum after writing to HPSS disk
W Using 1 tape drive per dataset to write files to tape

SKIT
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KIT: Data Migration Procedure
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HPSS Tape System Overview

Writing:

@ Incoming file transfer at dCache pool

@ File written from dCache to HPSS disk buffer
@ Read back for checksum test

@ Within HPSS, writing to tapes initiated afterwards in file
aggregates

Reading:
@ File read requests collected for file aggregates

@ Entire aggregates read from tapes to HPSS disk buffer
(Full Aggregate Recall mechanism)

@ Files read from HPSS disk buffer to dCache pool

@ Before sending out, checksum test performed by dCache

SKIT

Karlsruhe Institute of Technology

write A read
request i : request

Y

dCache Pool Tchecksum

writechhecksum Tread

HPSS Disk Buffer

writei Tread

HPSS Tapes

Up to 100 files < 10 GiB in the same directory

collected into aggregates

@ HPSS has its own disk buffer/cache, shared between all VOs.
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Files on Tape

@ The files on tape are a mixture of individual files and aggregates.
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KIT: Files on Tape (Example)

20TB

Aggr1| Aggr2 |Fi|e1|

| Agngl FileN
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Writing Files to HPSS (Production Setup) ﬂ(".
@ Get LFN from dCache and converting it to HPSS path

@ Write a file to HPSS disk via pftp and by setting specific HPSS attributes such as
@ VO id, FF number, checksum type/value

@ Calculate file family number on the fly per file Write a file to tape via 2 seript:
@ Dataset name is in the path

@ Dataset information is used in conjuction with ‘
Writes a file to HPSS

existing file families of VOs = . (by HPSS path and
. L - / \  specifying attributes
@ FFs are integers and are reused within the same VO, but ~dCache wT . | St | forafile)
. ] | { —® Hpss
unique per VO M
@ VO specific setup |
@ Currently we use 1 tape drive per FF for writing to HPSS S oAb o e Validates a file after a

successfull ,write*

Hostl

This currently works via a script, which is based on

the current migration setup (developed at GridKa).
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Reading Files from HPSS (Production Setup) -1 ﬂ(IT

Karlsruhe Institute of Technology

@ Continue using dCache Endit-Provider plugin

W ENDIT-HPSS: interacts with the dCache ENDIT-Provider plugin and the HPSS API (developed at GridKa).

@ Continue using GPFS

Endit-HPSS:
@ Extracts a file HPSS path from the dCache URI

@ Queries file location attributes from HPSS

@ Groups files per tape and per aggregate on that
tape and creates a list(s) of them

@ Iterates through the created lists of aggregates
and recalls files sequentially from tape

@ Allows to control the number of used drives per VO
@ Supports multiple dCache pools (next slide)

Read a file from tape:

Mo : Gets file location attributés
Ors the from HPSS (uses HPSS API)
ry |

( R e 3
\M ) [ Sends a recall request to
HPSS (uses HPSS API) |

dCache s“

: [ E |
L pool ,,_,// : \ Endit-HPSS |

HPSS

in \

Renames a file

Recalls a file from tape
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Reading Files from HPSS (Production Setup) -2

Endit-HPSS:

=
@ Supports multiple dCache pools

11. Jul 2022 Haykuhi Musheghyan
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Endit-HPSS: Multi dCache pool support
[ dCache_sT_pool-1 |
L— data |
dCache sT l—in <>
__pool-1 L— out i
S — request
Hostl L— trash
-L—L dCache_sT_pool-2 p .
dCache ST\ ___da fﬁ L
__pool-2 — out [ P P . |
o — request &4—» I Endit-HPSS “
Host2 —tash o P “
\ J
Host3
'L—L dCache_sT_pool-N
@ ST,
__pool-N - — out
Hostn — request L]
GPFS, dCache and Tape operation at DESY and KIT (SCC)
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Writing to Tape: Results (Production Setup)

@ Max write rate (disk): ~8.0 GB/s

@ Max write rate (disk - tape): ~1.5 GB/s
(~300 MB/s per tape drive)

@ Drives: 5

SKIT

Karlsruhe Institute of Technology

Write Transfer (Primary Copy)

Writing Drives (Primary Copy)
w

HPSS Cartridges: Write Transfer (Primary Copy)

2GB/s
1.50 GB/s
1GB/s
500 MB/s

0B/s
03/1416:00

EGO062 Max: 304 MB/s
== EGD597 Max: 138 MB/s ==
== EG0921 Max: 126 MB/s
== FGOYRL Max: 337 MR/s

HPSS Tape D

(=]

~
w

03/15 00:00 03/15 08:00

EG0212 Max: 37.6 MB/s =
EG0D699 Max: 257 MB/s ==
EG0948 Max: 344 MB/s ==
FGNO76 Max 337 MR/

rives: Number of Writing D|

03/16 00:00

03/1516:00

EG0418 Max: 331 MB/s
EGD883 Max: 192 MB/s
EGO%60 Max: 363 MB/s
FGN9RE Max 376 MR/s

ives (Primary Copy)

|

i} ] I A
[ ] | —

11 i ] I =1

25

n I | |

o d L

03/14 16:00 03,15 00:00 03/15 08:00 03/15 16:00 03/16 00:00
== FF 1000 Max:1 FF 1001 Max: 1 FF 1002 Max: 1 == FF 1003 Max: 1

== FF 1004 Max:1 == FF50 Max:1 == FF61 Max:1 ==
== FF 64 Max:1 == FF65 Max:2 == FF66 Max:2 == FF67 Max:2 == FF 58 Max: 1

== FFAG Max' 1 == FF70 Max 1

FF 71 Max-1

FF62 Max:1 == FF63 Max: 1

HPSS Disk Drives: Write Transfer
10 GB/s
B 7.50GB/s
2
@ 5GB/s
=
2 25068/s
=
0 B/g (= B N . 2 el o
03/14 16:00 03/15 00:00 03/15 08:00 03/1516:00 03/16 00:00
== Disk 5019 Max: 989 MB/s Disk 5020 Max: 1.17 GB/s Disk 5021 Max: 1.07 GB/s
== Disk 5022 Max: 877 MB/s == Disk 5023 Max: 1.59 GB/s == Disk 5024 Max: 1.63 GB/s
== Disk 5025 Max: 880 MB/s == Disk 5026 Max: 1.66 GB/s == Disk 5027 Max: 1.09 GB/s
== Nisk GN78 Max 444 GR/s == Nisk 5070 Max 147 GR/s == Disk 5030 May 768 MRB/s
11. Jul 2022 Haykuhi Musheghyan
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Reading from Tape: Results (Production Setup)

@ Max read rate (disk): ~8.0 GB/s

W Max read rate (disk - tape): ~1.2 GB/s
(~400 MB/s per tape drive)

@ Drives: 3

SKIT

Karlsruhe Institute of Technology

HPSS Disk Drives: Read Transfer

03/15 00:00 03/15 08:00

Disk 5020 Max: 2.76 GB/s
== Disk 5023 Max: 3.63 GB/s
== Disk 5026 Max: 2.13 GB/s
== Nisk 5079 Max ? 70 GR/s

03/15 16:00 03/16 00:00

Disk 5021 Max: 1.72 GB/s
== Disk 5024 Max: 2.28 GB/s
== Disk 5027 Max: 2.64 GB/s
== DNisk 5030 Max 1 RA GR/s

10 GB/s
T 7.50 GB/s
z
= 5GB/s
i
B 2.50GB/s
€
v
0 Bl{s . - e
03/14 16:00
== Disk 5019 Max: 1.77 GB/s
== Disk 5022 Max: 1.95 GB/s
== Disk 5025 Max: 1.68 GB/s
== Disk 5078 Max 1 88 GR/s
11. Jul 2022

Haykuhi Musheghyan

HPSS Cartridges: Read Transfer (Primary Copy)

2 GB/s

1.50 GEB/s

1 GB/s

500 MB/s

0B/s

Read Transfer (Primary Copy)

== EGO039 Max: 161 MB/s == EGO375 Max: 473 MB/
= EG0404 Max: 472 MB/s == EGO444 Max: 412 MB/
== EG0597 Max: 427 MB/s EGO985 Max: 504 MB/

HPSS Tape Drives: Number of ReaJling Drives (Prin

I w o
—]
Y

[&]

-

|

03/14 16:00 03/15 00:00 03/15 §&8:00 t
== EGO407 Mpx: 472 MB/s

03/151

00

03/16 00:00

== EG0462 Mpx: 406 MB/s

hary Copy)

L1 LI

[l

o

Reading Drives (Primary Copy)
w

03/14 16:00 03/15 00:00 03/15 08:00

FF1002 Max:1 == FF67 Max:5 == FFG68 Max: 1

03/1516:00

03/16 00:00
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Tape Challenge Results
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Tape Challenge 2022 .\\J(IT

Karlsruhe Institute of Technology

W CMS: 2nd week of March (7th~11th) for A-DT test
WATLAS/CMS/LHCb: 3rd week of March (14th~18th) for DT test
WATLAS/LHCb: 4th week of March (21st~25th) for A-DT test

Just before the ,, Tape Challenge 2022“, CMS & LHCb were switched from
TSM to HPSS.
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CMS results — Writing ﬂ(".

Karlsruhe Institute of Technology

HPSS Tape Drives: Total Write Transfer

* I
03/23 03/25

03/27

@ Good opportunity to test the new HPSS

setup for CMS

125GB/s

v Y
@ Avg write rate: ~1,5GB/s o WHN*W ' “L

(~300MB/s per drive) T e

. HPSS Tape Prives: Total Number of Writing Drives
@ Tape drives: 5 6
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CMS results — Reading

@ Avg read rate: ~4,2GB/s
(~300MB/s per drive)
@ Tape drives: 14

11. Jul 2022 Haykuhi Musheghyan
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5GB/s

4.50GB/s

4GB/s

3.50GB/s

3GB/s

2.50GB/s

26GB/s

1.50GB/s

1GB/s

500 MB/s

08/s

HPSS Tape Drives: Read Transfer

03/0718:00 03/0800:00 03/0806:00 03/0812:00  03/08 £8:00 03/0900:00 } 03/0906:00 03/0912:00  03/0918:00  03/1000:00  03/1006:0

HPSS Tape Drives: Numbet of Reading Drives

03/0718:00  03/0800:00  03/0B06:00  03/081200  03/08 18: 03/09 00:00 3/0906:00  03/091200  03/0918:00  03/1000:00  03/1006:0

GPFS, dCache and Tape operation at DESY and KIT (SCC)
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LHCDb results — Writing ﬂ(".

Karlsruhe Institute of Technology

HPSS Tape Drives: Total Write Transfer

@ Good opportunity to test the new

HPSS setup for LHCb
@ Avg write rate: ~1,5GB/s ———
(~300M B/s per drive) HPSS Tape Drives: Total Number of Writing Drives
W Tape drives: 5 :

: ML 1]
T ] L

0
03/17 00:00 03/17 12:00 03/18 00:00 03/18 12:00 03/19 00:00 03/1§ 12:00 03/20 00:00 03/2012:00 03/21 00:00
== Tape Challenge Traffic
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LHCDb results - Reading ﬂ(".

Karlsruhe Institute of Technology

HPSS Tape Drives: Total Read Transfer

6.50GB/s

@ Avg read rate: ~4,2GB/s e

(~300MB/s per drive) o
@ Tape drives: 14 T

08/s
03/30 18:00 03/31 00:00 03/31 06:00 03/31 12:00 03/3118:00 04/01 00:00 04/31 06:00 04701 12:00

HPSS Tape Drives: Total Number of Reading Drives

1

03/30 18:00 03/31 00:00 03/31 06:00 03/3112:00 03/3118:00 ' 04/01 00:00 4/01 06:00 04/01 12:00
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Conclusions .\\J(IT

Karlsruhe Institute of Technology

@ During the Tape Challenge (see KIT_report) we were able to test our new setup, tune and
fix it accordingly.

@ The HPSS setup together with TSM setup is currently in production for CMS/LHCb/Belle2.

@ As for reads, within the new setup, we achieved max ~400 MB/s per tape drive, which is not
the case for the TSM use case (max ~180 MB/s per drive).

® Grouping files into aggregates before writing them to tape and reading those aggregates
works very efficiently.

@ Having well performing HPSS disk cache is essential!

The new setup works very well and the overall tape rate is improved by
more than factor of 2 per tape drive.
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https://indico.cern.ch/event/1145333/
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dCache/Endit-Provider plugin

@ Adapted for HPSS use case

metadata file A metadata file

\ Irequest \ \ Irequest \

dCache sT
~ pool

Tape

\ lout

ﬂ ééchem\rb
. _pool
fin :
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