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Neural Networks on FPGAs

PUNCH4NFDI - TA5 WP2

• Advantages of FPGAs:

• High I/O bandwidth

• Large number of DSPs for multiplier-adder functions:

• fits to the classic neural network operations: linear combination of inputs, 

combined with activation function

• Parallel processing (multiplexing)

• Short latency calculations

• Two directions of applications:

• many input streams, small number of output streams: "classic" neural network 

structure

• example: trigger processor

• many input streams, many output streams: "small" neural networks

• example: detector signal processing

• Limitations:

• FPGA resources

• power dissipation (100 W per FPGA) and cooling
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Neural Networks on FPGAs

PUNCH4NFDI - TA5 WP2

• Specilized AI hardware and frameworks by INTEL and Xilinx:
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Neural Networks on FPGAs

PUNCH4NFDI - TA5 WP2

• Toolkits

• for example:

• missing featurer are added by users, who become developers

• but often times, "hand-made" conversion of ANNs to firmware

• goal, for example: high execution frequencies to allow time-multiplexed 

processing
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Neural Networks on FPGAs

PUNCH4NFDI - TA5 WP2

• Example of HLS / human "co-training" for the "end-game":

• placement of ANN cells

• usage of registers "learned" from HLS, and transferred to VHDL (in this 

example, HLS was too generous with logic resources)

structured ANN 

cell placement 

reaches higher 

execution 

frequencies
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Summary

PUNCH4NFDI - TA5 WP2

• High-end FPGAs allow implementation of ANN/AI

• AI on FPGA can bring more performance for real-time processing 

→ need to invest $$-$$$ and power

• Interesting technology which receives much attention

• example: many conference talks+posters on ANN on FPGAs for ATLAS LAr

calorimeters

→ requires training of developers


