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after 48 hours since the data was taken) Need to frequently realign the tracker due to several sources of time variation:
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pixel half-barrels and half-cylinders (6 E —+— MC Legacy
structures) run during data-taking as :

part of the PCL

Automated alignment and calibration system in place since LHC Run |

e A general consolidation effort put in place during Run Il and Run Il to integrate new
alignment and calibration algorithms
e 36 alignment parameters in total (6

e Several calibration workflows running currently, covering a wide-range of calibrations
degrees of freedom x 6 structures)

including:

e Workflow (referred to as LG-PCL), using
MillePede - Il algorithm, designed 1Track2q> [rac:ls]

» Determination of the Lorentz Angle in the barrel region of the SiPixel tracker

- |dentification of transient problematic channels in the SiStrip tracker for each run aa0n .é%‘%'%&gg%é% o specifically to deal with large Mean track-vertex impact parameter in the
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cycles In blue: mostly covered by automated
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Sensitivity to Lorentz Drift Automated high-granularity alignment for LHC Run lli

e Increase granularity from high-level structures to “almost” module level: align the barrel pixel ladders and forward pixel panels
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Sign of Lorentz Angle (LA) shift -> dependent e Number of alignment parameters increased from 36 to over 5000!
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e Impact of radiation damage evident in Ay = ; irradiation
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of Mean (track-hit) Residuals (DMRs) of
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: » reduce the effort while reprocessing the data

: * Does this make offline calibration obsolete? NO!
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+ Efforts ongoing to develop a PCL workflow to
provide alignment conditions for HLT
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e Automated alignment in Run Il not granular enough to absorb radiation effects! BPIX layer 1 more affected since its closer to the interaction point
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