
2

.....................

............

.................................................

....................................

...............................................

.........................................................

.................................

FIG. 1. (a) Schematic setting of a continuously monitored

quantum many-body system with adaptive measurements.

(b) Propagation of a state from time t into the future, with

two options for the stochastic propagator (color coded, grey

vs. green). The colored dashed lines are potential QTs for

a given unravelling, their stochastic averages are shown as

solid lines. A QT (black) is generated randomly at each time

step, corresponding to the stochastic propagator that gives

the lowest expected entanglement (green).

ministic coherent part. Since the photon number op-
erators for di↵erent channels commute, i.e. they can
be measured simultaneously, the stochastic component
of the propagator can be realized in sequences, one de-
cay channel after another. In practice, one starts from
|�

(0)
i = |�(t)i, calculates the probabilities for detect-

ing a photon in each channel i (at time instance t),
p
(i) = �idth�

(i�1)
|c

†
i
ci|�

(i�1)
i, and stochastically gener-

ates the corresponding state:

|�̃
(i)
i =

 p
�idtci|�

(i�1)
i with p

(i)
,

e
��idtc†i ci/2 |�

(i�1)
i with 1� p

(i)
.

(3)

Finally, once reaching the last channel at i = M , the
conditional state of the system at time t+dt is obtained as
|�(t + dt)i = exp(�iHsysdt)|�(M)

i (here dt ⌧ maxi �
�1
i

is the integration time step). This method produces tra-
jectories that are everywhere di↵erentiable, except the
points of discontinuity at times when a photon is detected
in the environment.

Another ensemble of trajectories is produced by the
balanced homodyne measurement, in which, instead of
photon number, a phase-sensitive homodyne current
bi(t)ei'i + b

†
i
(t)e�i'i is continuously measured. Here,

the 'i’s parametrize various homodyne measurement
schemes by specifying di↵erent measurement quadra-
tures. The stochastic propagator in this case has the
form:

|�̃(t+ dt)i = e
�iHsysdt

Y

i

Ki|�(t)i, (4)

with Ki = e
�i�idtc

†
i ci/2 +

p
�icie

i'idWi(t), where dWi(t)
are independent, normally distributed Gaussian variables
with zero mean and variance dt, also known as Wiener
increments. The corresponding trajectories are, in con-
trast to number measurement, everywhere continuous
but nowhere di↵erentiable.

While these two schemes are by far the most common
ones, we stress that a multitude of unravellings can be
constructed by the choice of measurements of the bath
operators, including measurements strategies that change
with time and depend on prior measurement outcomes
(see Supplementary for the definition of a generalized
measurement).
To proceed, it is convenient to express the wave

function of the system + environment as | (t)i =P
x |�̃(x, t)i|xi. Here x labels a set of orthonormal ba-

sis states of the bath, hx|x0
i = �x,x0 , while |�̃(x, t)i

is the unnormalized state of the system conditional on
the bath being in state |xi. The probability of such a
state is given by p(x, t) = h�̃(x, t)|�̃(x, t)i. For notional
simplicity we introduce the normalized conditional state
|�(x, t)i = |�̃(x, t)i/

p
p(x, t), and the projector �(x, t) =

|�(x, t)ih�(x, t)|. Whenever it is clear from the context,
we suppress the explicit dependence on t and/or x below.
The system density operator ⇢ is recovered from

⇢ =
X

x

p(x, t)�(x, t). (5)

From Eq. (5) one can conclude that ensemble averaged
linear state functionals coincide for all unravellings, i.e.
hAi ⌘

P
x p(x, t)h�(x, t)|A|�(x, t)i = tr{A⇢}. However

non-linear state functionals in general do depend on the
unravellings, since f [

P
x p(x)�(x)] 6=

P
x p(x)f [�(x)] for

some non-linear function f . In fact, if f is convex, we
have f [

P
x p(x)�(x)] �

P
x p(x)f [�(x)]. In particular

this holds for the entanglement entropy (EE), which plays
a fundamental role in quantum information science. EE
is of central interest in our work, because its value di-
rectly correlates with the computational cost of repre-
senting states on classical computers using MPSs. More
specifically, we are interested in the EE between two par-
titions, A and B, of the many-body system. In this case
the EE of a pure, normalized state of the system is de-
fined as the von Neumann entropy of the reduced state
of one of the subsystems [⇢A(x) = trB (�(x))]:

E(�(x)) = S(⇢A(x)) = �tr (⇢A(x) log2 ⇢A(x)) . (6)

Before proceeding, we introduce the ensemble averaged
entanglement entropy (EAEE), E ⌘

P
x p(x)E(�(x)).

This quantity is bounded from below by the entangle-
ment of formation, defined as:

Ef (⇢) ⌘ min
{pi, i}

X

i

piE( i). (7)

The minimization here is performed over the possible
decompositions ⇢ =

P
i
pi i of ⇢ into pure, normal-

ized states  i. Since S is convex, we can bound the
EAEE from above by the entropies of ⇢A = trB (⇢), and
⇢B = trA (⇢), such that

Ef (⇢) 
X

x

p(x)E(�(x))  min(S (⇢A) , S (⇢B)) . (8)
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Noisy quantum many-body systems

Goal: Solve Master equation

dρ
dt

= − i [Hsys, ρ] +
m

∑
j=1

γj (cjρc†
j −

1
2 {ρ, c†

j cj})
 = system density operator of system ρ

 = jump operators ci

 = system Hamiltonian Hsys

 = decay rates γi



Noisy quantum many-body systems

Goal: Solve Master equation

dρ
dt

= − i [Hsys, ρ] +
m

∑
j=1

γj (cjρc†
j −

1
2 {ρ, c†

j cj})
 = system density operator of system ρ

 = jump operators ci

 = system Hamiltonian Hsys

 = decay rates γi



Interaction: Hint = i∑
j

γj

2π ∫ dω [bj(ω)†cj − c†
j bj(ω)]

Quantum Optical Model
Schrödinger Equation of system+environment 

i∂t |Ψ(t)⟩ = H |Ψ(t)⟩

Hamiltonian H = Hsys + HB + Hint .

Rem: rotating wave approximation, broadband coupling

H = Hsys + ∑
j

∫ dωωb†
j (ω)bj(ω) + i

m

∑
j=1

γj

2π ∫ dω [bj(ω)†cj − c†
j bj(ω)] .Hint = i

m

∑
j=1

γj

2π ∫ dω [bj(ω)†cj − c†
j bj(ω)]

[bj(ω), b†
j′ 
(ω′ )] = δj,j′ 

δ(ω − ω′ )

Bath: HB = ∑
j

∫ dωωb†
j (ω)bj(ω) Initial state bj(ω) |Ψ(0)⟩ = 0

dρ
dt

= − i [Hsys, ρ] +
m

∑
j=1

γj (cjρc†
j −

1
2 {ρ, c†

j cj})
Tracing over bath degrees of freedom gives

⇒



Hamiltonian: H(t) = Hsys + i
m

∑
j=1

γj [bj(t)†cj − c†
j bj(t)] . Quantum noise operators: 


 ,


 


Initial state 

bj(t) = 1

2π
∫ dωbj(ω)e−iωt

[bj(t), bj′ 
(t′ )†] = δj,j′ 

δ(t − t′ )

bj(t) |Ψ(0)⟩ = 0

Quantum Optical Model
Schrödinger Equation of system+environment: 

i∂t |Ψ(t)⟩ = H(t) |Ψ(t)⟩ interaction picture with  …HB



Hamiltonian: H(t) = Hsys + i
m

∑
j=1

γj [bj(t)†cj − c†
j bj(t)] .

Quantum Optical Model
Schrödinger Equation of system+environment: 

i∂t |Ψ(t)⟩ = H(t) |Ψ(t)⟩



  + 

  + 

  + …

|ψ(t)⟩ = |ϕ(t)⟩ |vac⟩
∫ dt1 |ϕ(t | t1)⟩b†(t1) |vac⟩
∫ dt2 ∫ dt1 |ϕ(t | t1, t2)⟩b†(t2)b†(t1) |vac⟩

time                   …      0 dt 2dt 3dt

System

Bath

Interpretation:

Quantum noise operators: 

 ,


 


Initial state 

bj(t) = 1

2π
∫ dωbj(ω)e−iωt

[bj(t), bj′ 
(t′ )†] = δj,j′ 

δ(t − t′ )

bj(t) |Ψ(0)⟩ = 0

….Quantum Trajectories

interaction picture with  …HB



Quantum trajectories
Conditional dynamics of system under continuous 
measurement of bath degrees of freedom
Example: Quantum jump method: monitor bi(t)†bi(t)

|ϕ(t)⟩ → |ϕ(t + dt)⟩

|ϕ1⟩ = |ϕ(t)⟩

|ϕ j+1⟩ ∼ Kj |ϕ j⟩

Kj = γjdtcj

Kj = e−γjdtc†
j cj/2

with probability pj = γj dt⟨ϕ j |c†
j cj |ϕ j⟩

with probability 1 − pj

for  j = 1,...,m

st
oc

ha
st

ic
 p

ro
pa

ga
to

r 

ρ(t) = lim
N→∞

1
N

N

∑
k=1

|ϕk(t)⟩⟨ϕk(t) |repeat  times:N

|ϕ(t + dt)⟩ = e−iHsysdt |ϕm+1⟩

de
te

rm
.  
 

pr
op

. 
vs.

R. Dum, P. Zoller, and H. Ritsch, Phys. Rev. A 45, 4879 (1992),

J. Dalibard, Y. Castin, and K. Mølmer, Phys. Rev. Lett. 68, 580 (1992)



Quantum trajectories
Conditional dynamics of system under continuous 
measurement of bath degrees of freedom
Example: Homodyne method, monitor bj(t)†eiφj + bj(t)e−iφj

|ϕ(t)⟩ → |ϕ(t + dt)⟩

|ϕ(t + dt)⟩ = e−iHsysdt |ϕm+1⟩

de
te

rm
.  
 

pr
op

. 

|ϕ1⟩ = |ϕ(t)⟩

|ϕ j+1⟩ ∼ Kj |ϕ j⟩ Kj = e−γjdtc†
j cj/2 + γjcjeiφjdξj(t)

for  j = 1,...,m

st
oc

ha
st

ic
 p
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pa

ga
to
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Wiener increments

dξj(t) = γj⟨ϕ(k)
j (t) |cjeiφj+ c†

j e−iφj |ϕ(k)
j (t)⟩dt + dWj(t)

ρ(t) = lim
N→∞

1
N

N

∑
k=1

|ϕk(t)⟩⟨ϕk(t) |repeat  times:N
L. Tian and H. Carmichael, Phys. Rev. A 46, R6801 (1992).

p
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Quantum trajectories
Conditional dynamics of system under continuous 
measurement of bath degrees of freedom
Example: Arbitrary local measurement f(bj(t), bj(t)†, t)

|ϕ(t)⟩ → |ϕ(t + dt)⟩

|ϕ(t + dt)⟩ = e−iHsysdt |ϕm+1⟩

de
te

rm
.  
 

pr
op

. 

|ϕ1⟩ = |ϕ(t)⟩

|ϕ j+1⟩ ∼ Kj |ϕ j⟩

for  j = 1,...,m

st
oc

ha
st

ic
 p

ro
pa

ga
to

r 

Kj = …

ρ(t) = lim
N→∞

1
N

N

∑
k=1

|ϕk(t)⟩⟨ϕk(t) |repeat  times:N



Quantum trajectories
4

FIG. 2. (a) Schematic illustration of EOQT-MPS algorithm.

To propagate a state from t to t+dt we first apply a “stochas-

tic layer”: We calculate the unravelling that minimizes the

EE increase in the next time step, and apply the the corre-

sponding stochastic propagator. This stochastic step is im-

plemented sequentially for all jump operators. For local jump

operators, the stochastic operators are local as well. Then

we implement a “deterministic layer” propagating the system

with Hsys: This is achieved via standard methods such as

TEBD. (b) Time dependence of the excess EAEE, E � Ef ,

of a monitored Bell pair, for the quantum jump approach

(blue), the homodyne unravelling with 'i = 0 (red), and the

the EOQT (green).

The expression for homodyne measurement is

E
hom

(⌧) =
1

2
p
2⇡⌧

ˆ
ds�(s)e�(s�2⌧)2/(8⌧) (12)

with ⌧ = �t
�
cos2 '1 + cos2 '2

�
. In Fig. 2 we compare the

excess entanglements, E � Ef , for number, homodyne,
and optimal (EOQT) measurements. The entanglement
of formation Ef considered above is a lower bound in
Eq. (8) and evaluates to

Ef (t) = �r+ log2(r+)� r� log2(r�), (13)

where r± = (1 ±
p
1� e�2�t)/2. We note that for short

the homodyne unravelling (' = 0) saturates this bound,
while for long times the number unravelling approaches
Ef faster (Fig. 2b). Note that all QT are maximally
entangled in the the homodyne unravelling for ' = ⇡/2,
The adaptive, optimized unravelling indeed achieves on
average an entanglement that is closer to the theoretical
minimum. As visible in the inset of Fig. 2b, the optimizer
chooses mostly the homodyne propagator (' = 0) for
short time, and switches over to predominantly choosing
the number propagators around �t ⇠ 1.

To demonstrate the potential of our approach we con-
sider a one-dimensional open random Brownian circuit
(RBC) for a chain of spin-1/2 particles. We choose this
example since the evolution under the RBC leads to rapid
EE growth. The coherent part of the evolution is given
by the time dependent RBC Hamiltonian:

Hsys(t) =
M�1X

i=1

3X

j,k=0

g
j,k

i
(t)�j

i
⌦ �

k

i+1 (14)

Here �
k

i
2 {1i,�

x

i
,�

y

i
,�

z

i
} are standard Pauli opera-

tors acting on a qubit i. The parameters g
j,k

i
(t) are

Gaussian stochastic variables with hhg
j,k

i
(t)ii = 0, and

hhg
j,k

i
(t)g0j

0
,k

0

i
(t0)ii = �i,i0�j,j0�k,k0�(t � t

0), where hh· · · ii

denotes the average over Hamiltonian realizations. The
incohenert part is based on the jump operators ci = �

z

i

and the strength (rate) is uniform, �i = �.
For su�ciently strong rate � this model exhibits a type

of measurement induced phase transition that is solely
driven by the type of unravelling. Depending on the bath
measurement operators, the character of EAEE changes
from area law to volume law. That is, even though all
types of basis measurements solve in the end the same
ME, some unravellings lead to ensembles with area law
EAEE that can be e�ciently computed on classical com-
puters, while other unravellings fail to do so.
This can be shown explicitly by considering the

stochastic propagator for a homodyne unravelling, Ki,
defined above (see Eq. ?? and explanations there). Since
�
z

i

†
�
z

i
= �

z

i

2 = 1, it takes the form

Ki = exp
⇥
e
i'i

p
�dWi(t)�

z

i

⇤
. (15)

This propagator has a unitary part,
exp

⇥
i sin('i)

p
�dWi(t)�z

i

⇤
, and a non-unitary part,

exp
⇥
cos('i)

p
�dWi(t)�z

i

⇤
. The unitary component of

the stochastic propagator can be absorbed into the
coherent part of the evolution, as it leaves the RBC
Hamiltonian invariant. The non-unitary component can
be re-interpreted as another stochastic propagator with
an e↵ective decoherence rate �e↵ = � cos'i. This means
that changing the unravelling at fixed � by changing 'i

is equivalent to changing � for a fixed unravelling. This
equivalence is a remarkable, as the two interpretations
describe two profoundly di↵erent physical scenarios:
The first refers to various representations of the solution
of a single ME, while the second refers to particular
solutions of various MEs. The connection between these
two scenarios is useful, as the latter has been studied
extensively recently.
In particular, it was proven that the conditional states

undergo phase transitions from area law to volume law
entanglement, as a function of the measurement rate. In

FIG. 3. (a) EE profile in the long time limit of the RBC for

various unravellings. (b) Depending on the homodyne phase

the ensembles go from an area law at small ' to a clear volume

law at larger '. The phase diagram is shown in the inset.

Different stochastic propagators give 
different ensembles of trajectories 

Ensemble averages of linear state 
functionals coincide 

Ensemble averages of non-linear 
quantities differ in general



Entanglement in trajectories 
Bipartite entanglement entropy E( |ϕ⟩) = S(ϕA) = S(ϕB)

A

B

E = lim
N→∞

1
N

N

∑
k=1

E( |ϕk⟩)

Ensemble averaged ent. entropy (EAEE)

Ef(ρ) ≤ E ≤ min[S(ρA), S(ρB)]

ϕA = trB( |ϕ⟩⟨ϕ | )

 |ϕ(t)⟩ = ∑
i1,i2,…iN

A[1]i1A[2]i2 ⋯ A[N]iN | i1, i2, …, in⟩  Matrix (  bond dimension)A[k]ik … χ × χ χ…

A[1] A[2] A[N ]

Matrix Product States

efficient if entanglement is small
S. R. White, Phys. Rev. Lett. 69, 2863 (1992).

G. Vidal, Phys. Rev. Lett. 91, 147902 (2003).



Entanglement in trajectories 
Bipartite entanglement entropy E( |ϕ⟩) = S(ϕA) = S(ϕB)

A

B

E = lim
N→∞

1
N

N

∑
k=1

E( |ϕk⟩)

Ensemble averaged ent. entropy (EAEE)

Ef(ρ) ≤ E ≤ min[S(ρA), S(ρB)]

Q: Can I choose the stochastic propagator such that  is as small as possible?E

Q: Can I choose the stochastic propagator such that  is as small as possible?
·
E

ϕA = trB( |ϕ⟩⟨ϕ | )



Entanglement in trajectories 
Q: Can I choose the stochastic propagator 
such that  is as small as possible?

·
E

A

B

·
Enum

j = tr(cjϕc†
j )log2 [tr(cjϕc†

j )] + tr (trB(cjϕc†
j ){log2 [trBϕ] − log2 [trBcjϕc†

j ]})
Example: monitor bj(t)†bj(t) vs.



Entanglement in trajectories 
Q: Can I choose the stochastic propagator 
such that  is as small as possible?

·
E

A

B

·
Ehom

j =
1

2 ln 2 [ e−iφjtr(cjϕ) + c . c
2

− ∑
k,ℓ

ln (ξk) − ln (ξℓ)
ξk − ξℓ

e−iφj⟨ξk | trB(cjϕ) |ξℓ⟩ + c . c .
2

]
Example: monitor bj(t)†eiφj + bi(t)e−iφj

where:  and trB(ϕ) |ξk⟩ = ξk |ξk⟩ ϕ = |ϕ⟩⟨ϕ |

p

x
φ



Entanglement in trajectories 
Q: Can I choose the stochastic propagator 
such that  is as small as possible?

·
E

A

B

min
f(bj(t),bj(t)†)

·
Ej = min ( ·

Enum
j , minφj (

·
Ehom

j ))One can show:

vs.

p

x
φ

Details: Tatiana Vovk & HP, PRL 128, 243601 (2022)



Adaptive greedy algorithm 

Entanglement-Optimal Trajectories of Many-Body Quantum Markov Processes

Tatiana Vovk1, 2 and Hannes Pichler1, 2

1
Institute for Theoretical Physics, University of Innsbruck, 6020 Innsbruck, Austria

2
Institute for Quantum Optics and Quantum Information of the Austrian Academy of Sciences, 6020 Innsbruck, Austria

We develop a novel approach to solve the equations of motion of open quantum many-body
systems. It is based on a combination of generalized wave function trajectories and matrix product
states. We introduce an adaptive quantum stochastic propagator, which minimizes the expected
entanglement in the many-body quantum state, thus minimizing the computational cost of the
matrix product state representation of each trajectory. We illustrate this approach on the example
of one-dimensional open Brownian circuit. We show that this model displays an entanglement phase
transition between area and volume law when changing between di↵erent propagators and that our
method autonomously finds an e�ciently representable area law unravelling.

Classical simulation of the evolution of quantum many-
body systems is a formidably hard task, in particular if
the system is fully coherent [1]. Most near-term inter-
mediate scale quantum devices are however noisy, which
opens a possibility for the existence of e�cient classical
algorithms for simulating the corresponding open system
dynamics. Nonetheless it is often unclear how to best
exploit this potential.

Here we address this challenge by developing an algo-
rithm that explicitly harnesses the quantum noise inher-
ent to an open quantum system to minimize the compu-
tational cost of representing the many-body state. Our
approach is based on a combination of matrix product
states (MPSs) [2–4] and a generalization of the quan-
tum trajectory (QT) method [5–9]. The latter identifies
the dynamics of an open quantum system as a stochas-
tic evolution of pure quantum states, corresponding to
a continuous measurement of the environment [10]. Im-
portantly, the choice of the monitored environment ob-
servables results in qualitatively di↵erent ensembles of
QTs. Our method utilizes this flexibility and continu-
ously optimizes the monitored environment observables
by predicting and minimizing the expected entanglement
in the trajectory wave function (Fig. 1), thus minimizing
the computational cost of MPS representations.

We illustrate our approach by applying it to solve the
Markovian master equation (ME) of an open Brownian
circuit, where the coherent part of the evolution rapidly
generates entanglement, while the dissipative part leads
to dephasing. We show that various types of QT meth-
ods lead to ensembles that di↵er dramatically in their en-
tanglement properties. This includes a phase transition
between area law and volume law entangled ensembles,
depending on the monitored environment observables. In
addition to being an intersiting phenomenon per se, with
connections to recently discussed measurement-induced
phase transitions [11–22], it provides an ideal test bed
for our algorithm: We show that our entanglement pre-
dictor allows to generate ensembles of QTs that keep the
system in the area law phase at all times.

We are interested in open quantum many-body sys-
tems with n constituents and m disspative channels

FIG. 1. (a) Schematic setting of a continuously monitored
quantum many-body system with adaptive measurements.
(b) Propagation of a state from time t into the future, with
two options for the stochastic propagator (color coded, grey
vs. green). The colored dashed lines are potential QTs for
a given unravelling, their stochastic averages are shown as
solid lines. A QT (black) is generated randomly at each time
step, corresponding to the stochastic propagator that gives
the lowest expected entanglement (green).

described by a ME of the generic Lindblad form
(~ = 1) [23]:

d⇢

dt
= �i [Hsys, ⇢] +

mX

j=1

�j

✓
cj⇢c

†
j
�

1

2

n
⇢, c

†
j
c
j

o◆
. (1)

Here, ⇢ is the (many-body) density operator of the quan-
tum system, Hsys is the (so far unspecified, potentially
time-dependent) system Hamiltonian, and the cj ’s are
the jump operators corresponding to the j-th decay chan-
nel with associated decay rate �j . In the following it is
convenient to assume that Hsys is short-range interacting
and the jump operators are local. Such a ME describes
the reduced dynamics of a system coupled to an envi-
ronment (or bath). The underlying joint evolution of
system and environment is unitary and is described by
the Schrödinger equation i@t| (t)i = H(t)| (t)i, where
| (t)i represents the joint state of the system and envi-
ronment, and the Hamiltonian is given by [10]

H(t) = Hsys + i

mX

j=1

p
�j

h
bj(t)

†
cj � c

†
j
bj(t)

i
. (2)

Goal:   such that  minimal|ϕ(t)⟩ → |ϕ(t + dt)⟩ ·
E

|ϕ1⟩ = |ϕ(t)⟩

|ϕ j+1⟩ ∼ Kj |ϕ j⟩

for  j = 1,...,m

st
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st
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ro
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r 

• calculate  (cost: ) 
and choose propagator  accordingly

·
Enum

j , minφj (
·
Ehom

j ) 𝒪(χ3d)
Kj

•

|ϕ(t + dt)⟩ = e−iHsysdt |ϕm+1⟩                      (cost: )𝒪(χ3d3)

de
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rm
.  
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op

. 



Toy example: Bell Pair 

dρ
dt

=
2

∑
j=1

γ (σz
j ρσz

j − 1
2 {ρ, σz

j σz
j })

Master equation 

Initial state

|ϕ(0)⟩ = 1

2
( |00⟩ + |11⟩)

3

and accordingly optimize it. This motivates a time-local
greedy algorithm that continuously adapts the stochas-
tic propagators to the conditional wave function as time
progresses (Fig. 1a).

More specifically, given the pure state of the system
|�k(t)i of k

th trajectory at time t, we want to choose
the stochastic propagator that minimizes the expected

instantaneous entanglement increase rate, Ė = dE/dt

(see Fig. 1b). For simplicity we consider only propaga-
tors corresponding to independent measurements of each
bath channel j and jump operators that do not cou-
ple the partitions A and B. As outlined above, the

stochastic components of the propagator can then be
applied in sequences. This allows to optimize the cor-

responding change rate of the EAEE, Ėj , channel by
channel. Remarkably, one can analytically perform the

minimization minXj(t)

⇣
Ėj

⌘
over all stochastic propaga-

tors that correspond to measuremtns of bath obesev-
ables Xj(t) = f [bj(t), b
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Xj(t) = b

†
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(t)bj(t), or for a homodyne measurement,

Xj(t) = bj(t)ei'j + b
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(t)e�i'j . For the number mea-

surement the EAEE change rate at a channel j is
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The measurement of the homodyne current gives instead:
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Here � = |�
(j)
k

(t)ih�(j)
k

(t)| [see Eq. (4)] and trB (�) |⇠`i =
⇠`|⇠`i. We refer the reader to the Supplementary Ma-
terials (SM) for the proof and derivation of the above
statements.

This motivates the following entanglement-optimized
quantum trajectory (EOQT) algorithm (see Fig. 2a). For
each discrete timestep dt propagate the state |�k(t)i !
|�k(t+ dt)i as follows:

1. Sequentially for each channel j calculate the EAEE

change rates min'j Ė

hom

j
and Ė

num

j
and update

the state according to the correspondingly optimal
stochastic propagator;

2. Complete the update of the resulting state by ap-
plying the coherent propagator e�iHsysdt.

This EOQT algortihm can be naturally combined with
MPS methods, such as the time evolving block decima-
tion (TEBD) algorithm [26, 27] (see Fig. 2a). Impor-
tantly, the computational cost of the evaluation and op-
timization of (10) and (11) for an MPS with bond di-
mension � is O(�3

d), where d is the local Hilbert space
dimension. This should be compared to the cost of the
coherent propagation, which for each of the time steps
dt is O(�3

d
3
n). Thus the EAEE optimization does not

significantly add to the cost of the standard propagation.
On the other hand, the potential gain in the simulation
e�ciency can be substantial, as we show in the remainder
of this paper.

The simplest example illustrating the dependence of E
on the unravelling is obtained by considering two qubits
initially in a Bell state, (|00i + |11i)/

p
2, that are un-

driven (Hsys = 0) and coupled to a bath with a jump
operator cj = |1ijh1| and strength �j = � (j = 1, 2). In
this case, E can be analytically calculated for di↵erent
unravellings. For the photon number measurements, one

FIG. 2. (a) Schematic illustration of the EOQT-MPS algo-
rithm. To propagate a state from t to t + dt we first apply
a “stochastic layer”: We calculate the unravelling that mini-
mizes the EE increase in the next time step and apply the cor-
responding stochastic propagator. This stochastic step is im-
plemented sequentially for all jump operators. For local jump
operators the stochastic operators are local as well. Then we
implement a “deterministic layer”, propagating the system
with Hsys: This is achieved via standard methods such as
TEBD. (b) Time dependence of the excess EAEE, E�Ef , of
a continuously monitored Bell pair for the number measure-
ment (blue), the homodyne unravelling with 'j = 0 (red),
and the EOQT (green). The error bars are denoted by gray
filling.
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FIG. 2. (a) Schematic illustration of EOQT-MPS algorithm.

To propagate a state from t to t+dt we first apply a “stochas-

tic layer”: We calculate the unravelling that minimizes the

EE increase in the next time step, and apply the the corre-

sponding stochastic propagator. This stochastic step is im-

plemented sequentially for all jump operators. For local jump

operators, the stochastic operators are local as well. Then

we implement a “deterministic layer” propagating the system

with Hsys: This is achieved via standard methods such as

TEBD. (b) Time dependence of the excess EAEE, E � Ef ,

of a monitored Bell pair, for the quantum jump approach

(blue), the homodyne unravelling with 'i = 0 (red), and the

the EOQT (green).

The expression for homodyne measurement is

E
hom

(⌧) =
1

2
p
2⇡⌧

ˆ
ds�(s)e�(s�2⌧)2/(8⌧) (12)

with ⌧ = �t
�
cos2 '1 + cos2 '2

�
. In Fig. 2 we compare the

excess entanglements, E � Ef , for number, homodyne,
and optimal (EOQT) measurements. The entanglement
of formation Ef considered above is a lower bound in
Eq. (8) and evaluates to

Ef (t) = �r+ log2(r+)� r� log2(r�), (13)

where r± = (1 ±
p
1� e�2�t)/2. We note that for short

the homodyne unravelling (' = 0) saturates this bound,
while for long times the number unravelling approaches
Ef faster (Fig. 2b). Note that all QT are maximally
entangled in the the homodyne unravelling for ' = ⇡/2,
The adaptive, optimized unravelling indeed achieves on
average an entanglement that is closer to the theoretical
minimum. As visible in the inset of Fig. 2b, the optimizer
chooses mostly the homodyne propagator (' = 0) for
short time, and switches over to predominantly choosing
the number propagators around �t ⇠ 1.

To demonstrate the potential of our approach we con-
sider a one-dimensional open random Brownian circuit
(RBC) for a chain of spin-1/2 particles. We choose this
example since the evolution under the RBC leads to rapid
EE growth. The coherent part of the evolution is given
by the time dependent RBC Hamiltonian:

Hsys(t) =
M�1X

i=1

3X

j,k=0

g
j,k

i
(t)�j

i
⌦ �

k

i+1 (14)

Here �
k

i
2 {1i,�

x

i
,�

y

i
,�

z

i
} are standard Pauli opera-

tors acting on a qubit i. The parameters g
j,k

i
(t) are

Gaussian stochastic variables with hhg
j,k

i
(t)ii = 0, and

hhg
j,k

i
(t)g0j

0
,k

0

i
(t0)ii = �i,i0�j,j0�k,k0�(t � t

0), where hh· · · ii

denotes the average over Hamiltonian realizations. The
incohenert part is based on the jump operators ci = �

z

i

and the strength (rate) is uniform, �i = �.
For su�ciently strong rate � this model exhibits a type

of measurement induced phase transition that is solely
driven by the type of unravelling. Depending on the bath
measurement operators, the character of EAEE changes
from area law to volume law. That is, even though all
types of basis measurements solve in the end the same
ME, some unravellings lead to ensembles with area law
EAEE that can be e�ciently computed on classical com-
puters, while other unravellings fail to do so.
This can be shown explicitly by considering the

stochastic propagator for a homodyne unravelling, Ki,
defined above (see Eq. ?? and explanations there). Since
�
z

i

†
�
z

i
= �

z

i

2 = 1, it takes the form

Ki = exp
⇥
e
i'i

p
�dWi(t)�

z

i

⇤
. (15)

This propagator has a unitary part,
exp

⇥
i sin('i)

p
�dWi(t)�z

i

⇤
, and a non-unitary part,

exp
⇥
cos('i)

p
�dWi(t)�z

i

⇤
. The unitary component of

the stochastic propagator can be absorbed into the
coherent part of the evolution, as it leaves the RBC
Hamiltonian invariant. The non-unitary component can
be re-interpreted as another stochastic propagator with
an e↵ective decoherence rate �e↵ = � cos'i. This means
that changing the unravelling at fixed � by changing 'i

is equivalent to changing � for a fixed unravelling. This
equivalence is a remarkable, as the two interpretations
describe two profoundly di↵erent physical scenarios:
The first refers to various representations of the solution
of a single ME, while the second refers to particular
solutions of various MEs. The connection between these
two scenarios is useful, as the latter has been studied
extensively recently.
In particular, it was proven that the conditional states

undergo phase transitions from area law to volume law
entanglement, as a function of the measurement rate. In

FIG. 3. (a) EE profile in the long time limit of the RBC for

various unravellings. (b) Depending on the homodyne phase

the ensembles go from an area law at small ' to a clear volume

law at larger '. The phase diagram is shown in the inset.

Homodyne propagator: exp [i sin(φj) γdξj(t)σz
j ]Kj = exp [cos(φj) γdξj(t)σz

j ]
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= �(2�t), where we introduced the func-
tion:
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The expression for homodyne measurement is

E
hom

(⌧) =
1

2
p
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ˆ
ds�(s)e�

(s�2⌧)2

8⌧ (13)

with ⌧ = �t
�
cos2 '1 + cos2 '2

�
. In Fig. 2 we compare the

excess entanglements, E � Ef , for number, homodyne,
and optimal (EOQT) measurements. In this case Ef

evaluates to Ef (t) = �r+ log2(r+) � r� log2(r�), where
r± =

�
1±

p
1� e�2�t

�
/2 [25]. We note that for short

times the homodyne unravelling with 'j = 0 (j = 1, 2)
saturates this bound, while for longer times the num-
ber unravelling approaches Ef faster (Fig. 2b). The op-
timized algortihm indeed finds unravellings resulting in
an EAEE that is always close to the theoretical mini-
mum, Ef . As visible in the inset of Fig. 2b, the optimizer
chooses mostly the homodyne propagator with 'j = 0 for
early times and switches over to predominantly choosing
the number propagators around �t ⇡ 1.

To demonstrate the potential of our approach in a
many-body setting, we consider a one-dimensional open
random Brownian circuit (RBC) for a chain of spin-1/2
particles. We choose this example since the evolution
under the RBC leads to rapid EE growth. The coherent
part of the evolution is given by the time-dependent RBC
Hamiltonian:

Hsys(t) =
n�1X

j=1

3X

k,`=0

g
k,`

j
(t)�k

j
⌦ �

`

j+1. (14)

Here n is the number of spins and �
k

j
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j
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}

are standard Pauli operators acting on spin j. The
parameters g

k,`

j
(t) are Gaussian stochastic variables

with hhg
k,`

j
(t)ii = 0 and hhg

k,`

j
(t)gk

0
,`

0

j0 (t0)ii =
↵�j,j0�k,k0�`,`0�(t � t

0), where hh· · · ii denotes the aver-
age over Hamiltonian realizations and ↵ is the variance
of RBC. The incohenert part is given by the jump opera-
tors cj = �

z

j
with uniform decay strength (measurement

rate), �j = �.
For su�ciently strong � this model exhibits a type

of measurement-induced phase transition that is solely
driven by the type of unravelling (see Fig. 3). Depend-
ing on the bath measurement operators, the character of
EAEE changes from area law to volume law. That is,
even though all types of bath measurements solve in the
end the same ME (1), some unravellings lead to ensem-
bles with area law EAEE that can be e�ciently computed
on classical computers, while other unravellings fail to do
so.

This can be shown explicitly by considering the
stochastic propagator for a homodyne unravelling, Ki,

defined above [see Eq. (5)]. Since �
z

j

†
�
z

j
= �

z

j

2 = 1, it
takes the form

Kj = exp
⇥
e
i'jdWj(t)

p
��

z

j

⇤
. (15)

It has a unitary part, exp
⇥
i sin('j)

p
�dWj(t)�z

j

⇤
, and a

non-unitary part, exp
⇥
cos('j)

p
�dWj(t)�z

j

⇤
. The uni-

tary component can be absorbed into the coherent part
of the evolution, as it leaves the ensemble of RBCs invari-
ant. The non-unitary component can be re-interpreted
a stochastic propagator of a Markov process with an ef-
fective decoherence rate �

e↵
j

= � cos2 'j . Changing the
unravelling at fixed � by changing 'j is thus equivalent
to changing � for a fixed unravelling. This equivalence
is remarkable, as these two interpretations describe two
profoundly di↵erent physical scenarios: The first refers
to various representations of the solution of a single ME,
while the second refers to particular solutions of vari-
ous MEs. The latter has been studied extensively re-
cently [11–22] and it is known that the conditional states
can undergo a so-called measurement induced phase tran-
sitions from area law to volume law entanglement, de-
pending on the coupling strength to the environment.
In our case, this phase transition occurs as a function
of the unravelling, e.g. parametrized by 'j . Indeed, for
'j = ⇡/2 the QTs map to fully coherent RBC evolu-
tion, which generates entanglement that obeys a volume
law. In the other limiting case, 'j = 0 (and su�ciently
large �), the measurement back-action continuously leads
to an e↵ective projection onto product states, resulting
in entanglement within the system that satisfies an area
law. These two phases are separated by a critical point
at � cos2 'j = �crit. Thus, when � > �crit, the many-
body ME can be e�ciently solved using MPS via QTs
if an e�cient unravelling is chosen. In Fig. 3 we show
results of MPS simulations of various unravelling of the

FIG. 3. (a) EAEE profile in the long time limit of the RBC
for various unravellings. Solid lines denote homodyne unrav-
ellings with changing phase from 'j = 0 (red) to 'j = ⇡/2
(grey), dashed blue and green lines correspond to the number
and EOQT measurements. The insets show time evolution
of EAEE for various unravellings and measurement choices of
the EOQT. Here m = n, �/↵ = 10. The error bars lie within
the lines’ thickness. (b) Depending on the homodyne phase,
the ensembles go from an area law at small 'j to a volume
law at larger 'j . The phase diagram is shown in the inset.
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excess entanglements, E � Ef , for number, homodyne,
and optimal (EOQT) measurements. In this case Ef

evaluates to Ef (t) = �r+ log2(r+) � r� log2(r�), where
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/2 [25]. We note that for short

times the homodyne unravelling with 'j = 0 (j = 1, 2)
saturates this bound, while for longer times the num-
ber unravelling approaches Ef faster (Fig. 2b). The op-
timized algortihm indeed finds unravellings resulting in
an EAEE that is always close to the theoretical mini-
mum, Ef . As visible in the inset of Fig. 2b, the optimizer
chooses mostly the homodyne propagator with 'j = 0 for
early times and switches over to predominantly choosing
the number propagators around �t ⇡ 1.

To demonstrate the potential of our approach in a
many-body setting, we consider a one-dimensional open
random Brownian circuit (RBC) for a chain of spin-1/2
particles. We choose this example since the evolution
under the RBC leads to rapid EE growth. The coherent
part of the evolution is given by the time-dependent RBC
Hamiltonian:

Hsys(t) =
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0), where hh· · · ii denotes the aver-
age over Hamiltonian realizations and ↵ is the variance
of RBC. The incohenert part is given by the jump opera-
tors cj = �

z
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with uniform decay strength (measurement

rate), �j = �.
For su�ciently strong � this model exhibits a type

of measurement-induced phase transition that is solely
driven by the type of unravelling (see Fig. 3). Depend-
ing on the bath measurement operators, the character of
EAEE changes from area law to volume law. That is,
even though all types of bath measurements solve in the
end the same ME (1), some unravellings lead to ensem-
bles with area law EAEE that can be e�ciently computed
on classical computers, while other unravellings fail to do
so.

This can be shown explicitly by considering the
stochastic propagator for a homodyne unravelling, Ki,

defined above [see Eq. (5)]. Since �
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tary component can be absorbed into the coherent part
of the evolution, as it leaves the ensemble of RBCs invari-
ant. The non-unitary component can be re-interpreted
a stochastic propagator of a Markov process with an ef-
fective decoherence rate �

e↵
j

= � cos2 'j . Changing the
unravelling at fixed � by changing 'j is thus equivalent
to changing � for a fixed unravelling. This equivalence
is remarkable, as these two interpretations describe two
profoundly di↵erent physical scenarios: The first refers
to various representations of the solution of a single ME,
while the second refers to particular solutions of vari-
ous MEs. The latter has been studied extensively re-
cently [11–22] and it is known that the conditional states
can undergo a so-called measurement induced phase tran-
sitions from area law to volume law entanglement, de-
pending on the coupling strength to the environment.
In our case, this phase transition occurs as a function
of the unravelling, e.g. parametrized by 'j . Indeed, for
'j = ⇡/2 the QTs map to fully coherent RBC evolu-
tion, which generates entanglement that obeys a volume
law. In the other limiting case, 'j = 0 (and su�ciently
large �), the measurement back-action continuously leads
to an e↵ective projection onto product states, resulting
in entanglement within the system that satisfies an area
law. These two phases are separated by a critical point
at � cos2 'j = �crit. Thus, when � > �crit, the many-
body ME can be e�ciently solved using MPS via QTs
if an e�cient unravelling is chosen. In Fig. 3 we show
results of MPS simulations of various unravelling of the

FIG. 3. (a) EAEE profile in the long time limit of the RBC
for various unravellings. Solid lines denote homodyne unrav-
ellings with changing phase from 'j = 0 (red) to 'j = ⇡/2
(grey), dashed blue and green lines correspond to the number
and EOQT measurements. The insets show time evolution
of EAEE for various unravellings and measurement choices of
the EOQT. Here m = n, �/↵ = 10. The error bars lie within
the lines’ thickness. (b) Depending on the homodyne phase,
the ensembles go from an area law at small 'j to a volume
law at larger 'j . The phase diagram is shown in the inset.
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excess entanglements, E � Ef , for number, homodyne,
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evaluates to Ef (t) = �r+ log2(r+) � r� log2(r�), where
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/2 [25]. We note that for short

times the homodyne unravelling with 'j = 0 (j = 1, 2)
saturates this bound, while for longer times the num-
ber unravelling approaches Ef faster (Fig. 2b). The op-
timized algortihm indeed finds unravellings resulting in
an EAEE that is always close to the theoretical mini-
mum, Ef . As visible in the inset of Fig. 2b, the optimizer
chooses mostly the homodyne propagator with 'j = 0 for
early times and switches over to predominantly choosing
the number propagators around �t ⇡ 1.

To demonstrate the potential of our approach in a
many-body setting, we consider a one-dimensional open
random Brownian circuit (RBC) for a chain of spin-1/2
particles. We choose this example since the evolution
under the RBC leads to rapid EE growth. The coherent
part of the evolution is given by the time-dependent RBC
Hamiltonian:
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age over Hamiltonian realizations and ↵ is the variance
of RBC. The incohenert part is given by the jump opera-
tors cj = �
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with uniform decay strength (measurement

rate), �j = �.
For su�ciently strong � this model exhibits a type

of measurement-induced phase transition that is solely
driven by the type of unravelling (see Fig. 3). Depend-
ing on the bath measurement operators, the character of
EAEE changes from area law to volume law. That is,
even though all types of bath measurements solve in the
end the same ME (1), some unravellings lead to ensem-
bles with area law EAEE that can be e�ciently computed
on classical computers, while other unravellings fail to do
so.

This can be shown explicitly by considering the
stochastic propagator for a homodyne unravelling, Ki,

defined above [see Eq. (5)]. Since �
z

j

†
�
z

j
= �

z

j

2 = 1, it
takes the form

Kj = exp
⇥
e
i'jdWj(t)

p
��

z

j

⇤
. (15)

It has a unitary part, exp
⇥
i sin('j)

p
�dWj(t)�z

j

⇤
, and a

non-unitary part, exp
⇥
cos('j)

p
�dWj(t)�z

j

⇤
. The uni-

tary component can be absorbed into the coherent part
of the evolution, as it leaves the ensemble of RBCs invari-
ant. The non-unitary component can be re-interpreted
a stochastic propagator of a Markov process with an ef-
fective decoherence rate �

e↵
j

= � cos2 'j . Changing the
unravelling at fixed � by changing 'j is thus equivalent
to changing � for a fixed unravelling. This equivalence
is remarkable, as these two interpretations describe two
profoundly di↵erent physical scenarios: The first refers
to various representations of the solution of a single ME,
while the second refers to particular solutions of vari-
ous MEs. The latter has been studied extensively re-
cently [11–22] and it is known that the conditional states
can undergo a so-called measurement induced phase tran-
sitions from area law to volume law entanglement, de-
pending on the coupling strength to the environment.
In our case, this phase transition occurs as a function
of the unravelling, e.g. parametrized by 'j . Indeed, for
'j = ⇡/2 the QTs map to fully coherent RBC evolu-
tion, which generates entanglement that obeys a volume
law. In the other limiting case, 'j = 0 (and su�ciently
large �), the measurement back-action continuously leads
to an e↵ective projection onto product states, resulting
in entanglement within the system that satisfies an area
law. These two phases are separated by a critical point
at � cos2 'j = �crit. Thus, when � > �crit, the many-
body ME can be e�ciently solved using MPS via QTs
if an e�cient unravelling is chosen. In Fig. 3 we show
results of MPS simulations of various unravelling of the

FIG. 3. (a) EAEE profile in the long time limit of the RBC
for various unravellings. Solid lines denote homodyne unrav-
ellings with changing phase from 'j = 0 (red) to 'j = ⇡/2
(grey), dashed blue and green lines correspond to the number
and EOQT measurements. The insets show time evolution
of EAEE for various unravellings and measurement choices of
the EOQT. Here m = n, �/↵ = 10. The error bars lie within
the lines’ thickness. (b) Depending on the homodyne phase,
the ensembles go from an area law at small 'j to a volume
law at larger 'j . The phase diagram is shown in the inset.
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FIG. 1. (a) Schematic setting of a continuously monitored

quantum many-body system with adaptive measurements.

(b) Propagation of a state from time t into the future, with

two options for the stochastic propagator (color coded, grey

vs. green). The colored dashed lines are potential QTs for

a given unravelling, their stochastic averages are shown as

solid lines. A QT (black) is generated randomly at each time

step, corresponding to the stochastic propagator that gives

the lowest expected entanglement (green).

ministic coherent part. Since the photon number op-
erators for di↵erent channels commute, i.e. they can
be measured simultaneously, the stochastic component
of the propagator can be realized in sequences, one de-
cay channel after another. In practice, one starts from
|�

(0)
i = |�(t)i, calculates the probabilities for detect-

ing a photon in each channel i (at time instance t),
p
(i) = �idth�

(i�1)
|c

†
i
ci|�

(i�1)
i, and stochastically gener-

ates the corresponding state:

|�̃
(i)
i =

 p
�idtci|�

(i�1)
i with p

(i)
,

e
��idtc†i ci/2 |�

(i�1)
i with 1� p

(i)
.

(3)

Finally, once reaching the last channel at i = M , the
conditional state of the system at time t+dt is obtained as
|�(t + dt)i = exp(�iHsysdt)|�(M)

i (here dt ⌧ maxi �
�1
i

is the integration time step). This method produces tra-
jectories that are everywhere di↵erentiable, except the
points of discontinuity at times when a photon is detected
in the environment.

Another ensemble of trajectories is produced by the
balanced homodyne measurement, in which, instead of
photon number, a phase-sensitive homodyne current
bi(t)ei'i + b

†
i
(t)e�i'i is continuously measured. Here,

the 'i’s parametrize various homodyne measurement
schemes by specifying di↵erent measurement quadra-
tures. The stochastic propagator in this case has the
form:

|�̃(t+ dt)i = e
�iHsysdt

Y

i

Ki|�(t)i, (4)

with Ki = e
�i�idtc

†
i ci/2 +

p
�icie

i'idWi(t), where dWi(t)
are independent, normally distributed Gaussian variables
with zero mean and variance dt, also known as Wiener
increments. The corresponding trajectories are, in con-
trast to number measurement, everywhere continuous
but nowhere di↵erentiable.

While these two schemes are by far the most common
ones, we stress that a multitude of unravellings can be
constructed by the choice of measurements of the bath
operators, including measurements strategies that change
with time and depend on prior measurement outcomes
(see Supplementary for the definition of a generalized
measurement).
To proceed, it is convenient to express the wave

function of the system + environment as | (t)i =P
x |�̃(x, t)i|xi. Here x labels a set of orthonormal ba-

sis states of the bath, hx|x0
i = �x,x0 , while |�̃(x, t)i

is the unnormalized state of the system conditional on
the bath being in state |xi. The probability of such a
state is given by p(x, t) = h�̃(x, t)|�̃(x, t)i. For notional
simplicity we introduce the normalized conditional state
|�(x, t)i = |�̃(x, t)i/

p
p(x, t), and the projector �(x, t) =

|�(x, t)ih�(x, t)|. Whenever it is clear from the context,
we suppress the explicit dependence on t and/or x below.
The system density operator ⇢ is recovered from

⇢ =
X

x

p(x, t)�(x, t). (5)

From Eq. (5) one can conclude that ensemble averaged
linear state functionals coincide for all unravellings, i.e.
hAi ⌘

P
x p(x, t)h�(x, t)|A|�(x, t)i = tr{A⇢}. However

non-linear state functionals in general do depend on the
unravellings, since f [

P
x p(x)�(x)] 6=

P
x p(x)f [�(x)] for

some non-linear function f . In fact, if f is convex, we
have f [

P
x p(x)�(x)] �

P
x p(x)f [�(x)]. In particular

this holds for the entanglement entropy (EE), which plays
a fundamental role in quantum information science. EE
is of central interest in our work, because its value di-
rectly correlates with the computational cost of repre-
senting states on classical computers using MPSs. More
specifically, we are interested in the EE between two par-
titions, A and B, of the many-body system. In this case
the EE of a pure, normalized state of the system is de-
fined as the von Neumann entropy of the reduced state
of one of the subsystems [⇢A(x) = trB (�(x))]:

E(�(x)) = S(⇢A(x)) = �tr (⇢A(x) log2 ⇢A(x)) . (6)

Before proceeding, we introduce the ensemble averaged
entanglement entropy (EAEE), E ⌘

P
x p(x)E(�(x)).

This quantity is bounded from below by the entangle-
ment of formation, defined as:

Ef (⇢) ⌘ min
{pi, i}

X

i

piE( i). (7)

The minimization here is performed over the possible
decompositions ⇢ =

P
i
pi i of ⇢ into pure, normal-

ized states  i. Since S is convex, we can bound the
EAEE from above by the entropies of ⇢A = trB (⇢), and
⇢B = trA (⇢), such that

Ef (⇢) 
X

x

p(x)E(�(x))  min(S (⇢A) , S (⇢B)) . (8)
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