Welcome! T

To the MT ARD ST3 pre-meeting
Machine Learning workshop

THIS 1S YOUR MACHINE LEARNING SYSTETM?

, » _ —_
Andrea Santamaria Garcia', Jan Kaiser?, Stephan Kotter?, YUP! YU FOUR THE DATR INTD THIS BIG

Oliver Stein2, Chenran Xu® PILE OF LINEAR ALGEBRA, THEN (OLLECT

THE ANSLERS ON THE OTHER SIDE.
"Laboratory for Applications of Synchrotron Radiation (KIT-LAS)
2 Maschine Strahlkontrollen (DESY-MSK) WHAT IF THE ANSWERS ARE WRONG? )
3 Institute for Beam Physics and Technology (KIT-IBPT) JUST STIR THE PILE. UNTIL

07/09/2022 THEY START LOOKING RIGHT.
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https://accelconf.web.cern.ch/ipac2021/papers/tupab298.pdf

Code, slides, extras

= Website: https://ansantam.qgithub.io/2022-MT-ARD-ST3-ML-workshop/
= Repository: https://github.com/ansantam/2022-MT-ARD-ST3-ML-workshop

Getting started

= Log in one of the room PCs with the username and password provided on the piece of paper
= Open aterminal and execute:

/i. cd 2022-MT-ARD-ST3-ML-workshop )
2. git pull
3. conda activate /data/scratch/2022-MLW/mt-ard-st3-mlw/
4. jupyter notebook

- J



https://ansantam.github.io/2022-MT-ARD-ST3-ML-workshop/
https://github.com/ansantam/2022-MT-ARD-ST3-ML-workshop

Workshop schedule

LAV — 8:45 AM  Welcome and introduction to machine learning in accelerator physics
Speaker: Andrea Santamaria Garcia (KIT)

LY — 9:05 AM

Introduction to artificial neural networks

Speaker: Andrea Santamaria Garcia (KIT)

EEEIX - 9:45AM  Coding example: build your own neural network

We will fit non-linear functions with neural networks in PyTorch and understand the role that the different parameters of the model play in the ¢

m — 10:00 AM  Special topic: introduction to Bayesian optimization

LYY — 10:30 AM

EE - 10:45 AM
ECZE - 11:00 AM

B - 12:00 M

Speaker: Chenran Xu (KIT)

Coding example: optimize unknown functions with Bayesian optimization

We will implement all the basic components of Bayesian optimization (BO), and see how to use BO for some sample 1D and 2D functions

Coffee break

Application of Bayesian optimization to improve injection efficiency at KARA demo

Speaker: Chenran Xu (KIT)

Special topic: introduction to reinforcement learning & ARES demo
Speakers: Jan Kaiser (DESY), Oliver Stein (MsK (Strahlkontrollen))



Machine learning in the search for new fundamental
physics

Georgia Karagiorgi &7, Gregor Kasieczka 7, Scott Kravitz &, Benjamin Nachman £ & David Shih

Nature Reviews Physics 4, 399-412 (2022) | Cite this article

924 Accesses | 11 Altmetric | Metrics

Abstract

Compelling experimental evidence suggests the existence of new physics be M ac h i ne Le arn i n g Pi ns D own

established and tested standard model of particle physics. Various current a

experiments are searching for signatures of new physics. Despite the variety COS mo Iogi Ca l. Pa ram ete IS

August 19,2022 « Physics 15,5111

. . . - -
PervaSlve maChlne learnlng mn thSlcs Cosmological constraints can be improved by applying machine learning to a combination of data from two

leading probes of the large-scale structure of the Universe.

Nature Reviews Physics 4, 353 (2022) | Cite this article

1325 Accesses | 6 Altmetric | Metrics

No longer restricted to data analysis, machine learning is now increasingly being used in
theory, experiment and simulation — a sign that data-intensive science is starting to

encompass all traditional aspects of research.

Andrea Santamaria Garcia



ARTIFICIAL INTELLIGENCE (Al)

Computers mimic
human behaviour

* First chatbots

* Robotics

e Expert systems

* Natural language
processing

* Fuzzy logic

 Explainable AI

Andrea Santamaria Garcia

Narrow Al

MACHINE LEARNING (ML)
Computers learn without being

explicitly programmed to do so DEEP LEARNING (DL)

and improve with experience '
Multi-layered neural networks perform

Collection of data-driven methods / algorithms . . .
) certain tasks with high accuracy

Focused on prediction / optimization /

control based on properties leared from data Speech/handwriting

o~
. ~1- recognition
« Language translation
* Recommendation engines
-
- - :

Computer vision

Tries to generalize to unseen scenarios

I i By
I LEJ (x)¢




SUPERVISED UNSUPERVISED
LEARNING LEARNING

Classification, prediction, forecasting Segmentation of data
computer learns by example computer learns without prior information about the data
o0 ¢ Spam detection * Medical diagnosis
<>°°o » Weather forecasting MACHINE * Fraud (anomaly) detection
°o°o°  Housing prices prediction LEARNING * Market segmentation
« Stock market prediction * Pattern recognition

REI N FORCEM ENT * Self-driving cars
LEARNING H— * Make financial trades

4 . * Gaming (AlphaGo)
Real time deCIS!OnS ’_ * Robotics manipulation
computer learns through trial and error

)

Andrea Santamaria Garcia



Learning style Task

Classification
discrete variables

Supervised
Learning

We know the input & output Regression
(labeled data) continuous variables

Clustering
Unsupervised
Learning

We only know the input Association
(unlabeled data)

Machine Learning

Control

Reinforcement
Learning
Prediction

8 Andrea Santamaria Garcia

Popular algorithms

Neural networks (e.g. stochastic gradient
descent, backpropagation)

Support Vector Machine

K-nearest neighbor

Decision Tree algorithms (e.g. Classification and
Regression Tree)

Random Forest (ensemble)

Uni or multivariate, linear or logistic

K-means

K-medians

Expectation Maximization (EM)
Hierarchical clustering

Apriori algorithm
Eclat algorithm

Value based
Policy based
Actor-critic
Model- based
Model-free

Deep Learning Networks

= Convolutional Neural Networks

= Recurrent Neural Networks

= Long Short-Term Memory
Networks

= Autoencoders

= Deep Boltzmann Machine

= Deep Belief Networks

Bayesian Algorithms

= Naive Bayes

= (Gaussian Naive Bayes

= Bayesian Network

= Bayesian Belief Network
= Bayesian optimization

Regularization,
dimensionality reduction,
ensemble, evolutionary
algorithms, computer vision,
recommender systems, ...

this slide is not exhaustive



PARTICLE ACCELERATORS

...make fundamental discoveries ...are major tools for basic and applied
in particle physics research, industry & medicine worldwide
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X-ray tubes

Ability to generate new particles via
high-energy collisions
Ability to probe atomic structures

5 _| 1895 Roentgen tube
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1970 1980 1990 2000 2010 2020 2030 2040 2050 1950 1960 1970 1980 1990 2000 2010 2020 2030
YEAR YEAR

Source: “Particle beams behind physics discoveries" (Physics Today)

Technological innovation is needed to keep up with the challenging goals!

Andrea Santamaria Garcia



WHEN TO APPLY MACHINE LEARNING?

Classical Machine
control Learning
theory

3

there are some clear cases

%

Both perform equally
Cost of implementation and maintenance should then be considered

10 Andrea Santamaria Garcia



FUTURE ACCELERATORS

Denser beams for
higher luminosity &
brilliance

-

\_

complex beam
dynamics & instabilities

complex design &

operation

)

1"

Andrea Santamaria Garcia

TRENDS AND CHALLENGES

Larger circular
colliders for higher
energies

-

\_

« orders of magnitude
more signals

* machine protection
limits

and this is not considering user’s needs!

Compact plasma
accelerators with
higher gradients

-

)

-

* very tight tolerances

* very high-quality
beams required




WHAT CAN MACHINE LEARNING DO FOR US?

Very fast predictions by evaluating an already trained model

) /Ii Optimization task\

12

/;‘:fy Classification task

Detect outliers and anomalies in
accelerator data
= Fault detection

= Predictive maintenance
K » Data cleaning

/

e
‘ Prediction task

Predict the beam properties based
on current accelerator parameters

= Surrogate models
= Virtual diagnostics

\_

N/

Achieve desired beam properties or
states by tuning machine parameters

= Bayesian algorithms

%

Andrea Santamaria Garcia

= Optimizers

- /

nb Control task

Control the state of the beam in real time
in a dynamically changing environment

Check out the references
we provide here!

https://github.com/ansantam/20

22-MT-ARD-ST3-ML-
workshop/blob/main/references/

= Reinforcement learning

\_ /

references.pdf

Recorded seminars:

https://sites.google.com/view/owle
[past-ml-seminars



https://github.com/ansantam/2022-MT-ARD-ST3-ML-workshop/blob/main/references/references.pdf
https://sites.google.com/view/owle/past-ml-seminars

WHAT CAN MACHINE LEARNING DO FOR US?

Very fast predictions by evaluating an already trained model

) /Ii Optimization task\

13

/;‘:fy Classification task

Detect outliers and anomalies in
accelerator data

= Cavity fault classification
= Detection of faulty BPMs

e
‘ Prediction task

Predict the beam properties based
on current accelerator parameters

= Virtual diagnostics: beam energy

Andrea Santamaria Garcia

Achieve desired beam properties or
states by tuning machine parameters

= Injection efficiency

\_ /

= QOrbit correction

/ \ = Collimator alignment /
N

nb Control task

Control the state of the beam in real time
in a dynamically changing environment

= Microbunching instability

Check out the references
we provide here!

https://github.com/ansantam/20

22-MT-ARD-ST3-ML-
workshop/blob/main/references/

\ = Trajectory control /

references.pdf

Recorded seminars:

https://sites.google.com/view/owle
[past-ml-seminars



https://github.com/ansantam/2022-MT-ARD-ST3-ML-workshop/blob/main/references/references.pdf
https://sites.google.com/view/owle/past-ml-seminars
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WHY MACHINE LEARNING NOW?

1943 @ Perceptron
W. McCulloch, W. Pitts
"A Stochastic

Approximation Method"
H. Robbins, S. Monro

1958 @ Perceptron
implementation
F. Rosenblatt

1951 ¢

"Machine Learning"
A. Samuel

1959 @

Perceptron (book)
M. Minsky, S.Papert

The Lighthill report
J.Lighthill

1969 @

1973 @

Andrea Santamaria Garcia

1974 @ [AI winter

Collapse of the billion-dollar Al industry

]

1993 @ Handwritten digit recognition

Y.LeCun etal
2000's @ (AlSpring )
Google translate
Google image search
AlphaZero
AlphaGo
: \Watson J
\4
Pessimistic Big Data || Software | Hardware
reviews & Large datasets New libraries, GPUs
abandonment of Easy collection models, techniques Generally better
connectionism Easy storage computers



https://link.springer.com/article/10.1007/BF02478259
https://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.368.2254
https://www.semanticscholar.org/paper/A-Stochastic-Approximation-Method-Robbins/34ddd8865569c2c32dec9bf7ffc817ff42faaa01?p2df
https://psycnet.apa.org/doiLanding?doi=10.1037%2Fh0042519
https://www.scribd.com/document/398730899/Marvin-Minsky-Seymour-a-Papert-Perceptrons-an-Introduction-to-Computational-Geometry-1987-The-MIT-Press
http://www.chilton-computing.org.uk/inf/literature/reports/lighthill_report/p001.htm
http://yann.lecun.com/exdb/publis/pdf/lecun-89e.pdf
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THERE IS NOT ONE LIBRARY TO RULE THEM ALL P

thon
Neural networks/ Deep learning PY
2 @xnet
Y N r | O
Y 'V / /4
ol x Tensor PyTorch Keras
Q Google Go gle facebook Tensorflow backend

DeepMind (Meta-Al)

ML algorithms / optimization

Andrea Santamaria Garcia



REINFORCEMENT LEARNING P

Frameworks

python’
@OpenAI N A

Baselines . P 4
Dopamine
® P L -
. S Stable baselines
I Q) DeepMind ES N
. TRFL o PV
Chainer RL & f
Environments

MuJoCo

Advanced physics simulation

D

Google DeepMind

Control Suite

DeepMind

https://neptune.ai/blog/the-best-tools-for-reinforcement-learning-in-python

16 Andrea Santamaria Garcia


https://neptune.ai/blog/the-best-tools-for-reinforcement-learning-in-python

Thank you for
being here today!

Ask away

Let's connect! andrea.santamaria@kit.edu / @ansantam

17 Andrea Santamaria Garcia All icons from this talk from TheNounProject


mailto:andrea.santamaria@kit.edu
https://twitter.com/ansantam

