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LHC Computing is a big success

... after all it gave us this 10 years go ...

I't would have been impossible to release physics results so quickly without

the outstanding performance of the Grid (including the CERN Tier-0)

Number of concurrent ATLAS jobs Jan-July 2012

Running jobs

181 Days from Week 01 of 2012 to Week 26 of 2012
160,000

keep this number in mind...
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at CERN, 10 Tierl-s,

~ 70 Tier-2 federations

- > 80 sites

> 1500 distinct ATLAS users
do analysis on the GRID

0 -
Jan 2012 Feb 2012

W MC Production W User Analysis
[ Testing || Data Processing

Mar 2012 Apr 2012

May 2012 Jun 2012

B Group Production B Group Analysis M \alidation

|| Others

Maximum: 154,378 , Minimum: 35,776 , Average: 110,775, Current: 139,430

O Available resources fully used/stressed (beyond pledges in some cases)
O Massive production of 8 TeV Monte Carlo samples

O Very effective and flexible Computing Model and Operation team - accommodate high
trigger rates and pile-up, intense MC simulation, analysis demands from worldwide
users (through e.g. dynamic data placement)
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* Commodity x86 platform ~
» Linux as a common plétform choice

» Tight software control to bridge heterogeneity (CVM FS)
* Focused solely on Batch computing

* Distribute, process and analyse LHC data

ining jobs: 365118
ive CPU cores: 795836
nsfer rate: 18.35 GiB/sec

“-

ATLAS stats: |

165 data centers "‘\\\
40 countries \
800k vCPUs ~
/00 PB managed data
3 Tbps network
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A glimpse into the future

Run 3 (u=55) Run 4 (1=88-140) Run 5 (1=165-200)
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Just getting started [ATLAS HL-LHC CDR]

We will collect 3x more data in Run-3, O(10x) more at the HL-LHC
What will Analysis Look like in that Future?



Hardware is changing

42 Years of Microprocessor Trend Data

turing lecture

Transistors
(t h ousan d S ) Innovations like domain-specific hardware,

enhanced security, open instruction sets, and
agile chip development will lead the way.

BY JOHN L. HENNESSY AND DAVID A. PATTERSON

Single-Thread
Performance A New Golden

(SpecINT x 10°) Age for
Frequency (MHz) Computer
Architecture

Typical Power

(Watts) WE BEGAN OUR Turing Lecture June 4, 2018 with a review
of computer architecture since the 1960s. In addition
to that review, here, we highlight current challenges

N U m be r Of and identify future opportunities, projecting another

golden age for the field of computer architecture in

Log ical CO res the next decade, much like the 1980s when we did the

research that led to our award, delivering gains in cost,

. engineers, including ACM A.M. Tur-
energy, and security, as well as performance. ing Award laureate Fred Brooks, Jr.,
thought they could create a single IS

le ISA
that would efficiently unify all four of
“Those who cannot remember the past are condemned | these 1A bases

; ! torepeatit.” —George Santayana, 1905 forT::x :;;iﬁ;s I ?E’;ﬁeﬁiii‘? o W S | C h .
] ] | | Software talks to hardware through a vocabulary key insights ave r C a e I pS
called an instruction set architecture (ISA). By the early | a software advances can inspire
1 9 70 1 9 8 O 1 9 9 O 2 O O O 2 O 1 O 2 O 20 1960s, IBM had four incompatible lines of computers, architecture innovation. (C e re b raS)
each with its own ISA, software stack, I/O system, " otertecs é:':i‘i:i';::i’.?.‘.’.’-&!::'&r
and market niche—targeting small business, large rehi . : e wttimutely seties
Yea r business, scientific, and real time, respectively. IBM

ooooooooooooooooooooooooooooooooooooooooooo

Original data up to the year 2010 collected and plotted by M. Horowitz, F. Labonte, O. Shacham, K. Olukotun, L. Hammond, and C. Batten
New plot and data collected for 2010-2017 by K. Rupp

K. Rupp]

The age of general-purpose computer architectures is ending. Forced towards
much more specialized chips. How will we deal with this?



Software is changing
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Data Science is much bigger than HNEP. Huge interest
to use common tools for interoperability (the “I” in FAIR) & sustainability
Python currently dominant in that space.



Software is changing, maybe fundamentally

... the other breakthrough
event that happened in 2012

Deep Learning takes over ML
thanks to big datasets and GPUs

ImageNet Classification with Deep Convolutional
Neural Networks

Alex Krizhevsky Ilya Sutskever Geoffrey E. Hinton
University of Toronto University of Toronto University of Toronto
kriz@cs.utoronto.ca ilya@cs.utoronto.ca hinton@cs.utoronto.ca

Abstract

We trained a large, deep convolutional neural netv|
high-resolution images in the ImageNet LSVRC-/| =
ferent classes. On the test data, we achieved top-1},
and 17.0% which is considerably better than the ##
neural network, which has 60 million parameters [ SR »
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layers we employed a recently-developed regulari: —
that proved to be very effective. We also entered [MEtes
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ML as a new way to write software by providing data rather than code
What is the “software development” workflow w/o source code?



Infrastructure iIs changing

We’re not alone In global, federated computation anymore

S dWS
Google Cloud

Alongside by very successful open source software projects
H B

o @

0pen5taCk® docker kubernetes

Can we use this in a way that’s favourable to us?




Analysis Facilities, next-Gen Grid Sites?

In light of these, it’s clear that infrastructure in HEP & other fundamental
sciences will shift. A possible wish-list:

* |s this deployable at scale” reproduciblility at infrastructure level?

Access ollaboratlon wide Authentication

Appllcatlon Grld ML Trammg
Scaleout (e g. Dask) Connector Platform Batch
Services Systems
f =
orhysicists Web Ul for dev (e.g. Reprodumble Workflow Data Transform || (€-9- SLURM)
Jupyter Hub) Infrastructure (e.g. REANA) & Cache

Platform Common “Substrate Laver” for all services




ATLAS-Google Cloud Project

Cloud Advantage: can test before committing large in-house resources

* collaboration between ATLAS & Google to explore what new
infrastructure could look like

Access ollaboratlon wide Authentication

Appllcatlon Grld ML Trammg
Scaleout (e g. Dask) Connector Platform Batch
Services Systems
f =
orhysicists Web Ul for dev (e.g. Reprodumble Workflow Data Transform || (€-9- SLURM)
Jupyter Hub) Infrastructure (e.g. REANA) & Cache

Platform Common “Substrate Laver” for all services




Cloud Characteristics

Important to keep in mind key differences to on-premise computing

e cloud is very elastic: 50k cores for 1Th == 1k cores for 50h

e esp. useful for applications where wall clock time important
(e.g. interactive analysis, segeuential algorithms, ...)

resources
resources

time

time



Cloud Characteristics

Important to keep in mind key differences to on-premise computing

* cloud is (can be) very expensive if you don’t watch out
* use elasticity to scale on-demand, minimize data transfer
e avoid proprietary offerings to avoid lock in - stay open source

INn use idle

1
]
|
|

resources
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OUT YOUR AWS Blll

time



Taking Steps toward the Vision

Collaboration-wide Authentication

Application Grid ML Training
Scaleout (e.g. Dask) Connector Platform Batch
Systems

Web Ul for dev (e.g. Reprodumble Workflow Data Transform || (€-9- SLURM)
Jupyter Hub) Infrastructure (e g. REANA) & Cache

Common “Substrate Laver” for all services




Platform Choice

Kubernetes is likely the best choice for new infrastructure projects.

* “Lingua Franca” of the cloud, transferable to our own infrastructure
* Target platform for many new projects starting today

* Similar to how we settled on Linux for the original Grid?

&

Coffea-casa: an analysis facility prototype

Matous Adamec', Garhan Attebury', Kenneth Bloom', Brian Bockelman?, Carl Lundstedt’,
.. .' Oksana Shadura', and Jol
'University of Nebraska-Ling 1 O . 1 051 /e DJCOnf/202024507047

*Morgridge Institute for Resq  SecienceBoXx
Abstract. Data

openstack.

Universities / Labs

loops; users are | CONVerging to Kubernetes containers in production for on-premise
consider data evd and.h!b.[l_d_QlQu_dS_f_Qr_C_EBNB_QX._SJNAN._an_d_EOS

C] 29 Jun 2021

Sonzalez
(I6.1) Why is the LSST Science Platform built on Kubernetes?

e,

the LSST Science Platform. We first present the background reasoning behind this
Cloud A Cloud B decision, including both instrument-agnostic as well as LSST-specific requirements.

We then discuss the basic principles of Kubernetes and Helm, and how they are used
as the denlovment base for the LLSST Science Platform. Furthermore. we nrovide an

| Poland
Christine Banek,! Adam Thornton,! Frossie Economou, ! Angelo Fausti, !
K. Simon Krughoff,! and Jonathan Sick!
VAURA/LSST, Tucson, AZ, USA; cbanek@lsst.org

Abstract. LSST has chosen Kubernetes as the platform for deploying and operating



https://doi.org/10.1051/epjconf/202024507047

Bringing the Grid to the Cloud

Collaboration-wide Authentication

Application Grid ML Training
Scaleout (e.g. Dask) Connector Platform Batch
Systems

Web Ul for dev (e.g. Reprodumble Workflow Data Transform || (€:9: SLURM)
Jupyter Hub) Infrastructure (e g. REANA) & Cache

Common “Substrate Laver” for all services




First things first: Grid Sites

Show we can deploy our existing tools on new infrastructure

Advantage: we were always set up to to integrate new systems.

Data interacjioy Nk submission
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First things first: Grid Sites

Kubernetes as just another resource, receive grid jobs & run them

PanDA < n
Task submission U
Harvester * no external batch system
D * dynamic job placement across
K8S Job API . . - .
cw P [ nodes to maximize utilization
* Incloud it's easy to add heterogeneous
resources such as GPU or ARM
- _
CPU ARM GPU

Batch processing



First things first: Grid Sites

Successfully running in production O(10k cores) across multiple institute
cloud and clusters with the same Kubernetes-based setup.

Growing fraction of the grid. How far can we go with a single cluster?

Running vCPUs on K8S queues
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B GOOGLE
@ CERN-EXTENSION
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FRESNGSTATE

M Leibniz-Rechenzentrum
der Bayerischen Akademie der Wissenschaften
THE UNIVERSITY OF aWS y
CHICAGO /)

Uni it
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Cloud-specifics

In order to seriously scale & benefit from cloud elasticity a few

adjustments to the setup

* Only a single small node is on 24/7

* HEP is embarrassingly parallel
can just resubmit job — use
pre-emptible VMs 5x cheaper

* to scale use “big nodes” e.g.
80 core: less room for failure
(e.g. mounting fileystems)

1 node: 8vCPU, 32 GB RAM, 160 GB standard pdd

~ Autoscaled nodes: 80 vCPU, 320 GB RAM, 1.6 TB standard pdd

ooo 1 1 ]
1 11 H BN
E H = = ooono
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Scaling Up on the Cloud

With adjustments in place, we can comfortably scale to 100k cores on
a single Kubernetes cluster running standard Grid workflows.

* 10k vs 100k makes little difference
* Only 1% job failure rate even on pre-emptible VMs

Running vCPUs on regional GKE cluster in eu-west-1

100,000
80,000 ”
60,000 .
I L.
40,000 - & ” L‘l
O | | | h I | ., | | | I | | | | | | . : . ' V'-"". : ! ‘ :'-. ‘I'k ' '
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With cloud resources we could progressively scale: 10k = 20k = 40k — 100k cores



Scaling Up on the Cloud

At 100k cores, a single cluster Is a sizable fraction to the overall grid
 should be able to scale more, but started to see instabilities > 100k

Globally running vCPUs on 30 April 2022

- Vega 1 Mil O(108) events
GOOGLE T O(10°) vCPUs
MWT2 500 K = O(104) Pods
CERN-TO 250 K O(103) Nodes
CERN-P1 0 O(‘]) day
Running vCPUs on regicnal Gne CIUSLET 11T €U-WESL-L 1000 28, O(1) Harvester instance
100,000 .
<1 Engineer
, .
80,000 - ‘ :
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20,000 1
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Beyond Simple Batch

Collaboration-wide Authentication

Application Grid ML Training
Scaleout (e.g. Dask) Connector Platform Batch
Systems

Web Ul for dev (e.g.|| Reproducible Workflow Data Transform || (€:9- SLURM)
Jupyter Hub) Infrastructure (e.g. REANA) & Cache

Common “Substrate Laver” for all services




Adding Reproducible Workflows

Grid as it is today very optimized for “collaboration-wide” tasks
(simulation and reconstruction) very uniform data processing

User analysis is much more heterogeneous: complex workflows, each
analysis unique: can we map this onto the same infrastructure?

e opportunity to expand what we mean by “the grid”

Simulation & Reconstruction Analvsis
(grid-friendly) y




REANA

Platform for resuable (the “R” in FAIR) analysis workflows on

cloud Infrastructure.

Idea: describe analysis as a workflow of containerized tasks, let
workflow system handle specifics of submission

Many workflow systems in use, REANA
aims to support many of them on a unified level

reana Home Examples GetStarted Documentation News Roadmap Contact Blog

reana

Reproducible research data analysis platform

Flexible Scalable Reusable Free
Run many computational Support for remote compute Containerise once, reuse Free Software. MIT licence :
workflow engines. clouds. elsewhere. Cloud-native. Made with @ at CERN.

kubernetes @ workiosd manager




Key Use Case: RECAST

ldea: most analyses are sensitive to more physics than they originally
targeted. To get the most physics out, we should “reuse” them:

[ result & ] [ result & ]

For this we need abillity to

* preserve analyses as re-suable objects — containerized workflows
» catalogue them (i.e. findable - the “F” in FAIR)

* re-run them on common infrastructure

—p
Reinterpretation




Examples of Reinterpretations

Starting to get new physics results from these efforts

for “hand-picked” analyses and individual

new theories.

Key question: can we scale this
to a general paradigm?

e e.g. study high-dimensional
SUSY parameter space such as
PMSSM

on election_lo
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@) ATLAS PUB Note

L ATL-PHYS-PUB-2020-007 A

EXPERIMENT
27th March 2020

Reinterpretation of the ATLAS Search for
Displaced Hadronic Jets with the RECAST
Framework

The ATLAS Collaboration

A recent ATLAS search for displaced jets in the hadronic calorimeter is preserved in RECAST
and thereafter used to constrain three new physics models not studied in the original work.
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Services as Kubernetes Applications

From a Kubernetes point-of-view complex services like REANA are just
another “application”: easy to deploy

CCCCCCC

helm repo add reanahub https://reanahub.github.io/reana

helm 1nstall --devel reana reanahub/reana --wait

Same installation at CERN
and Google Cloud thanks to uniformity
of Kubernetes APIs


https://reanahub.github.io/reana

Scaling REANA

To study 19-D pMSSM one would need to run O(100k) analysis runs

e processing many samples, complex fits.. great stress test for REANA
* scaled at CERN to O(1k cores) looking to push further (a la grid)

* develop basis for production use of REANA inside of collaborations

susy201816-submit200-sleep600-total1000 susy201816-3i-30b-134j-submit200-sleep600-total1000-run20211116p

¢ Create d
asked to start

endin

o rted

workflow run

Old cluster (448 cores) New cluster (1072 cores)



Beyond Simple Batch

Collaboration-wide Authentication

Application Grid ML Training
Scaleout (e.g. Dask) Connector Platform Batch

Systems

Web Ul for dev (e.g. Reprodumble Workflow Data Transform || (€-9- SLURM)
Jupyter Hub) Infrastructure (e g. REANA) & Cache

Common “Substrate Laver” for all services




Interactive Analysis

So far, everything was batch (either direct submission or workflows)

But to analysis should be explorative, interactive & fast turnaround at
HL-LHC scales. Blast from the Past:

Nlll ml‘“ecmre Master-Worker Workflow Wllamm ma[l Bﬂ‘ammg
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| ¥ 000034

[Link]

PROOF had the right vision, but technology wasn’t really there


https://root.cern.ch/root/posters/PROOF-R05_poster_final.pdf

A modern take on interactive analysis

Data Science community is investing a lot in “distributed data frame”
processors for large-scale data analysis. Good example: Dask

Collections Task Graph Schedulers

(create task graphs) (execute task graphs)

Dask Array

/

Dask DataFrame Single-machine
(threads, processes,

synchronous)

e DASK
Web-based technologies instead of Native GUIs: Jupyter, VS Code

Dask Bag

Dask Delayed
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Interactive Analysis for HEP

Closely linked to developments for pythonic HEP analysis

e easy to do “demos”, but for realistic analysis require a full solution
for systematic uncertainties, ...

IRIS-HEP Analysis Grand Challenge: demonstrate large-scale and
realistic data analysis on Open Data (the “A” in FAIR”)
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A recurring Picture

Again, “Jupyter” and “Dask” are just add. applications for Kubernetes
ike REANA and Harvester: Install via Helm & Scale dynamically

% jupyter
N’

Data Lake Dynamic Scale-out System

100 TB of Data 1-10k vCPU/User User-facing Ul



Scale on Google Cloud

Deploy Jupyter + Dask with VO-wide authentication.

* All ATLAS users could get access

* Data via Rucio-on-Google (to minimize data transfer in/out of cloud

e Custom environments for ML (GPU + ML frameworks

@ jupyter.gcp4hep.org

& jupyter.gcp4hep.org

Services v

Server Options

PHYSLITE environment [prod]
Validated environment for experiments with DAOD_PHYSLITE with uproot,
awkward etc.

ML environment
keras, flatbuffers, joblib, pillow, pytz, scikit-learn, scipy, uproot, root-numpy

ML environment with T4 GPU

Similar to the previous ML environment, but it boots a VM with a GPU just for
YOU. Only to be used when working on ML-GPU applications. Setting up your
notebook will take 10 minutes or more.

ML environment with P100 GPU

Similar to the previous ML environment, but it boots a VM with a GPU just for
YOU. Only to be used when working on ML-GPU applications. Setting up your
notebook will take 10 minutes or more.

ML environment with K80 GPU

Similar to the previous ML environment, but it boots a VM with a GPU just for
YOU. Only to be used when working on ML-GPU applications. Setting up your
notebook will take 10 minutes or more.

Iheinric

\

(=)
® Log¢
i

»

File Edit View Run Kernel Tabs

https:/fjupyter.gcpdhep.org/services/c

AGGREGATE TIME PER ACTION
BANDWIDTH TYPES
BANDWIDTH WORKERS
CLUSTER MAP
CLUSTER MEMORY
COMPUTE TIME PER KEY
CPU
GPU MEMORY
GPU UTILIZATION
GRAPH
GROUP PROGRESS
GROUPS
MEMORY BY KEY
NPROCESSING
OCCUPANCY
PROFILE
PROFILE SERVER
PROGRESS
SCHEDULER SYSTEM
TASK STREAM
WORKERS
WORKERS CPU TIMESERIES
WORKERS DISK
WORKERS DISK TIMESERIES
WORKERS MEMORY
WORKERS MEMORY TIMESERIES
WORKERS NETWORK

WORKERS NETWORK TIMESERIES

CLUSTERS (C + NEW

/

Simple 0 B 2 & Python 3 (ipykernel) | Idle

" m2mu_parquet.ipynb

X | E utils.py
D ) » m C » Code

Name: default.a35e420423d140e09fbcc3bbd2fObede

&  Python 3 (ipykernel) @

Dashboard: [services/dask-gateway/clusters/default.a35e420423d140e09fbcc3bbd2fObede/status

Scale up cluster

client = cluster.get_client()
cluster.scale(465)

Define distributed methods

def get_signed_url_worker(proxy_data, scope, name, rucio_account="fbarreir", ca_cert=False):

import rucio.client

setup_rucio_and_proxy(proxy_data, rucio_account=rucio_account, proxy_path="x509")

rucio_client = rucio.client

ient(ca_cert=ca_cert)

return get_signed_url(rucio_client, scope, name)

def get_m2mu(url, row_groups=None):
ak.behavior.update(vector.behavior)
with fsspec.open(url, cache_type="none") as f:

events = ak.from_parquet(f,

lazy=True, row_groups=row_groups)

p4 = ak.zip({k: events.Muons[k] for k in ["pt", "eta", "phi"]}, with_name="PtEtaPhiMLorentzVector")

p4["mass"] = 105.6583715

mul, mu2 = ak.unzip(ak.combinations(p4, 2))

return ak.to_numpy(ak.flatten((mul + mu2).mass))

Run the m2mu computation in parallel, then aggregate the results

Task Stream

59:30 1/01 30s

tasks = []

for file in files:
d_url = delayed(get_signed_url_worker) (upload.data[-1], file["scope"], file["name"])
tasks.append(delayed(get_m2mu) (d_url))

m2mu_list = dask.persist(xtasks)

m2mu = np.concatenate(dask.compute (*m2mu_list))

Plot the results

plt.hist(m2mu, bins=np.geomspace(300, 150000, 500))

plt.xscale("log")

Task Stream X Progress

Progress -- total: 930, in-memory: 465, processing: 4, waiting: 0, erred: 0

get_signed_u... 465/ 465

Mode: Edit & Ln 1, Col 44 m2mu_parquet.ipynb



A modern Take

Exploit elasticity of cloud: scale for O(1000) cores for a user analysis

Example: Throughput test for pu-invariant mass of full Run-2
on ATLAS data in minutes

@ Chrome File

Edit View History Bookmarks Profiles Tab Window Help N [ Thu 8 Jul 03:17

i Q06 @

)] & jupyter.gcpdhep.org

L Cloud X Metrics X BigQuer X @ &) Scripts: X X Jupyterl X ) Dask:Te X # The « X Sql_Gro X W Home/ X + O

= )

@ bigquer X

o 0B ® 2 »

_ Jupyte Pythor

File Edit View Run Kernel Tabs Settings Help

= (& A Not Secure | 34.77.172.49/services/dask-gateway/clusters/default.dc4e1a56f1dc4f4a85a330ef39f31b29/tasks W

C & kubecon_cluster X A m2mu_parquet.i X

B + XD [ » m C » Code v o
d_url = delayed(get_signed_url_worker)(u
tasks.a| (delayed(get_m2mu) (d_url))

B 1 " manage_cluster.iX

Iy Status Workers Tasks System Profile Graph Info

Q

B / jupyterhub-physlite-demo /

L &

Task Stream

Name - Last Modified

data

1500 workers

m2mu_list = dask.; (+tasks)

2 months ago

m2mu = np. (dask. (*m2mu_1is

demo.ipynb 16 days ago

dimuon_spectrum.png 16 days ago

plt.

(m2mu, bins=np.ge:
kubecon_analysis.py 16 days ago plt.x ("log")

kubecon_cluster.py 16 days ago
kubecon_data.py 16 days ago

kubecon_headless.py 16 days ago

&

KubeConDemo.ipynb 16 days ago

all runs cost roughly the same, but user
experience is much improved

1000 workers .

L}

Al manage_cluster.ipynb
README.md

M| Untitled.ipynb

3 untitled.txt
utils.py

O x509

16 days ago
2 months ago
a month ago

16 days ago

2 months ago

16 days ago

T
500 workers

B Terminal 1

(notebook) jo\'yan€jup
total 32

drwxrws--- 2 ryt u
-rW-rw---- 1 jcwvyan

drwxrwsr-x 6 jovyan ui
(notebook) jovy.\n€jup

200 workers
cale down when

100 workers ]
not In use

Display a menu

2 0 & Python 3 (ipykernel) | Idle

1/01 1h 2h 3h

& kubecon_analysis.py

]

10
f
12
1le

14
15
16
17

math
physlite_experiments.
physlite_events
physlite_experiments.
physlite_experiments.

subdivide
AIOHTTPSource

(AIOHTTPSource):
( , +args, *+kwargs):
(). (+args,
tcp_connection_limit=100, #+kwargs)

def (events):
from physwase experiments.
import get_obj_sel
import awkward as ak
events = get_obj_sel(events)
info = {
collection: {




Wrapping Up

We have all the pieces together to build future analysis facilities & know
we can scale: Opportunity for close collaboration across communities

“Forschungsdateninfrastruktur!”

Collaboratlon wide Authentication

Appllcatlon Grld ML Tralnlng
Scaleout (e g. Dask) Connector Platform Batch
Systems

Web Ul for dev (e.g. Reprodumble Workflow Data Transform || (€:9- SLURM)
Jupyter Hub) Infrastructure (e.g. REANA) & Cache

Common “Substrate Laver” for all services



Wrapping Up

Kubernetes seems to be a great option, but we need to work more on
our abllity to deploy it within an academic context
(HPC, Labs, Universities) = question of policy and training

Collaboratlon wide Authentication

Appllcatlon Grld ML Tralnlng
Scaleout (e g. Dask) Connector Platform Batch
Systems

Web Ul for dev (e.g. Reprodumble Workflow Data Transform || (€:9- SLURM)
Jupyter Hub) Infrastructure (e.g. REANA) & Cache

Common “Substrate Laver” for all services



Wrapping Up

HEP Software Foundation is providing a Forum to exchange

ideas, experience as we work towards this future

25 March 2022

Europe/Zurich timezone

Overview
Timetable
Registration
Participant List

Code of Conduct

Analysis Facilities Forum Kick-off Meeting

We are pleased to announce a kick-off meeting of the HSF "Analysis Facilities Forum" organised in
collaboration with IRIS-HEP, which will be held virtually on March 25, 2022.

The Analysis Facilities (AF) Forum provides a community platform for those interested in contributing to
the development of analysis facilities for use within HEP experiments to develop and exchange ideas. One
should interpret “development” in the broad sense, including contribution of ideas from potential end users
for functionality to support the analysis of HEP data, specification and planning of the facilities
themselves, and technical developments needed to realize AFs. Of course, HEP experiments have their
own internal processes for developing and deploying AFs. This AF Forum is intended to support and

Thursdays at 17:00
biweekly meetings



