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TA 2: Data management

Access to data, federated computing, automation, data lake prototype
Today Futur

Compute

Grid site
CPU+Storage

Compute
Data archiv . site
Storage = 100 =

Compute
—  site
Data archiv | 1=
Storage

. very heterogeneous; different PUNCH: Generic solutions with standardised protocols for
approaches for communities archive / compute sites, suited for “all” communities
: >170 HTC-based grid centres Globally distributed data lake with large storage and compute
very community-specific resources and portal access
local, isolated data archives Opportunistic resources in federated science cloud
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TA 2: Data management

Storage4PUNCH

» dCache based system at DESY

= XRootD based system at U Bonn

= Another system at GSlI is being prepared

Compute4PUNCH

= Login noe at Klt using tokens (no local account required)

= CPU resources included located at KIT, Bonn, Minster — other locations being prepared

We will have some demonstrations of these systems on Thursday.

Metadata Catalogue
= Catalogue with flexible schema

= |nitial focus on LQCD metadata and related applications
— Development system now setup
— Planning for other applications beyond LQCD
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Task Area 3: Data transformations

Integration of common tools into a data infrastructure based on code-to-data principle
Provision of tools for parallel processing of huge data sets on heterogeneous resources

Image Particle Data
processing | selection modelling

- - A .
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TA 3: Data transformations

The problem

deats m'ustnsﬂ.‘G
-; A e,

)/ﬁ

Large galaxy surveys to sample vast
regions of the Universe (e.g. SDSS).

Complex algorithms to trace
anisotropic and multi-scale structures
(e.g. DisPerSE).

Nicola Malavasi
(LMU Miinchen)

The cosmic web is a network of clusters and

- filaments made of galaxies, dark matter, and gas

. that fills the Universe.

Detectlng the cosmic web from the galaxy
. distribution for galaxy evolution and cosmology

" studies requires several ingredients.

70

o0

How do we apply complex
algorithms to large data sets in
a way which is efficient, easily

implementable, reproducible,
and easy to modify and build
upon (e.g. for future analyses)?

o 3 vl afavasi'et al. 2020

260 240 220 200 180 160 140 120
R.A, (deg)
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TA 3: Data transformations

S Our solution

Using the Scilrace software (developed by Yori Fournier and Anastasia
Galkin at AIP Potsdam) to apply the DisPerSE algorithm to the SDSS
survey. Goal: reproduce Malavasi et al. 2020a, b and build upon that.

Easy to use: SciTrace
package can be
deployed on any
machine, full pipeline
SDSS from raw data to results.

Raw catalogues are Easy to follow: keep
downloaded, sample is track of inputs,
selected, formatted for . arameters and

ectec, _ DisPerSE %

input to algorithm. Co del?s ;' e Pt sources.

and runs in a docker Easy to build upon: create
container. an entire new package with

a new analysis or change an

existing one with minimum

SciTrace package

Results
Results traced (values of
parameters used are

saved, unique identifiers).
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TA 4: Data portal
PUNCH-SDP

Search
& find

Create
& Store

PUNCHA4NFDI | FIDIUM Collaboration Meeting | 21.10.2022 | CS

Research product contains executable workflow

Metadata description of workflow
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Computing /
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( Execute existing\ /Learn, (ex)changa / Link & use ext \

workflow add, create sources
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Many options for the user




TA 4: Data portal

» Collected metadata schemas
— IVOA (Astronomy)
— ILDG (Lattice community)
— CERN Open Data
— Astro particles (?)

= Currently: “findability” aspect of FAIR
— Evaluating usage of DOI and the Metadata Kernel of DataCity
— Looking at registry concepts and implementations
— OAI-PMH and other harvesting metadata protocols and APls
— Representation of xml and other MD formats
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TA 4: Data portal

Collected elements of SDP

= PUNCH AAI
Compute4PUNCH
Storage4PUNCH
S3 storage

Docker and Kubernetes infrastructures

Gitlab + Continuous Integration
— Code Repository
— Code Registry (in operation)
— Package Registry (tbc)
— Integration with

REANA (with support of Jupyter notebook)
» Dashboard + Intranet (based on Gitlab)
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Reproducible research data analysis
platform

Emall *

If you do not have an account yet, please Sig h
F | -, image regestry gocker
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| reana-client { —
pml | workers | ||
reana-cluster | {Schaduiar — |
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TA 5: Data irreversibility

IT problems of tomorrow ... solved today with high-energy physics and astrophysics

Nowadays: (most) data are stored and re-analysed over
! JJ and over again.

Distributed

SENSOrs Soon: only a small fraction of data can be stored long term

= irreversible loss of information

Dy.n: Scaling Workflows .Der.
Archiving Filtering
, 7/ \ Solutions:
Regional Central = dynamic filtering: extraction of relevant information from
Comoutin Computing huge data streams in real time (without human assistance,

Data Products e.g. machine learning algorithms).

= dynamic archiving: feedback from offline analysis to sensor
v controls.

= scaling: increasing collection of information by sensors
_ _ leads to huge individual data objects. For the analysis of
dynamic data life cycle this kind of data we need a paradigm shift:

from process oriented to storage oriented computing.

= reproducability: reconstruction of how and why specific
decisions were made in real time. Simulations are critical for
validation and understanding.
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TA 5: Data irreversibility

= First deliverable ,Metadata concept® being worked on — input from all WPs required; experience
and existing solutions from other (sub-)communities being considered and sought.

= First draft shared with other TAs for comments

» Highlight: good example for benefit of PUNCH for involved communities is the TAS work on
implementations of machine learning concepts on FPGA. Applications in both astronomy and
hight-energy physics now being worked on. This link didn‘t exist before PUNCH.
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TA 6: Synergies & services

Section Common
Infrastructures

Section Training and
Education

Section Ethical, legal and
social aspects

Section (Meta)data,
Terminologies, Provenance

DAPHNE4NFDI & FAIRMat &
DPG: address physics-specific
aspects
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- —— - . .
NIFDi4ing

Marketplace, PUNCH-SDP,
data portal

Knowledge fabric, digital
research products, metadata
services

AAl infrastructure,
dynamic disk caching

Big data management &
data storage services

Machine learning services
and real-time applications

IT resources via Compute4PUNCH
interactive analysis interface

Cloud-based testbed

Teaching and education

(Non-exclusive examples)



TA 6: Synergies & services

WP1: Marketplace
» Booth at AG annual meeting (12-16 Sep 2022):
posters, flyer, presentations
» Noticeboard set up (deliverable D-TA6-WP1-1)
= Query of archive repositories
= Archive access support for time domain data
» Interfacing with NFDI sections, NFDI software marketplace

WP2: AAI
= Deliverable D-TAG6-WP2-3a ,prototype group management” is set up

WP3: ,FAIRness"
» White paper on Metadata in advanced draft; interactions with data providers to be integrated
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TA 7: Education, training, outreach and citizen science

training of
L communication,
PIOUEAINY O Szl educational and data school-academy-

el Eeliest el ressources, on-site network, events, online projects and
IESSORISES and online seminars fessUlitEs campaigns

T

PUNCH4NFDI | FIDIUM Collaboration Meeting | 21.10.2022 | CS




Thank you!

The PUNCH4NFDI Consortium

Spokesperson:

PD Dr. Thomas Schorner (DESY, thomas.schoerner@desy.de)
DESY, Notkestr. 85, D-22607 Hamburg

Contact:

Mail: punch4nfdi@desy.de

Web:  www.punch4nfdi.de

Twitter: @punch4nfdi
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