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“Excellent IT infrastructure indispensable to transform data into knowledge”



Needed support in the area of federated infrastructures

[A] WLCG/Experiment specific R&D and opera<on of WLCG Cloud in Germany

[B] Experiment/community overarching generic R&D for compu<ng in the HL-LHC era

[C] Provisioning of pledge-able resources to WLCG  
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[A] and [B] indispensable at least at the same level as in FP 2021-2024
with no gap between funding periods/schemes

[C] depends on whether and on which timescale the “KET Perspective 
for Computing in the HL-LHC Era” can be realized
(Helmholtz centres and MPP expected to provide at least the current share) 
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Overview of currently BMBF funded ac9vi9es

Ø Research Compound covering areas [A] and [C]
“Föderiertes CompuDng für die ATLAS- und CMS-Experimente am Large Hadron Collider in Run-3“ 
partners: AA, FR, GÖ, HH, KIT, MU (LMU), WU   associates: DESY, KIT, MPP 

- invest for CPU and mass storage at 5 university Tier-2 centres  (150 000 Euro per year per site + OH)
- personal for operaYon of WLCG cloud and experiment specific developments (applied for 14 FTE)  
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Ø Research Compound covering area [B]
“Föderierte Digitale Infrastrukturen für die Erforschung von Universum und Materie (FIDIUM)“
partners: AA, BN, FRA (GU), FR, GÖ, HH, KIT, MZ, MU (LMU), WU   associates: CERN, DESY, GridKa, GSI 

experiment/community overarching R&D towards compuYng in HL-LHC era  ( applied for ~18 FTE) 
- development of tools and technologies for integra4on of heterogenous compute resources 
- development of  tools and technologies for data lake concept and fast caching solu4ons 
- performance evalua4on and op4miza4on of above technologies for different environments/use cases 

Ø ApplicaDons handed in for ErUM-Pro call but funded from ErUM-Data budget
Ø Funding period Oct 2021 unDl September 2024 



Timelines and boundary condi9ons 
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Timeline of KET perspecDve for transformed model for resource provisioning

Preliminary Dmeline of funding periods for different research fields in ErUM-Data program   

Definite Ymely commitments / confirmaYon  by 
NHR-Verein and Helmholtz-AssociaYon needed
in order to decide that no new applicaYon for
invest for CPU and mass storage at 5 university 
Tier-2 sites (AA, FR, GÖ, WU, MU (LMU))  is needed 

current funding for two compounds 
“ATLAS+CMS CompuYng in Run-3” and 
“FIDIUM” ends in September 2024

conDnuaDon without a gap is indispensable
- for successful operaYon of WLCG cloud 

and data analysis before Run-4
- for needed R&D work toward HL-LHC   A gap would diminish/destroy the build-up experYse 

and will make our IT experts leave the field 

gap



Provisioning of resources [C]  

4

Helmholtz-Centres

Universities

2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032

Compute Resources for LHC-Computing

NHR-Centres

Storage Resources for LHC Computing

Helmholtz-Centres

Universities

High Lumi LHCLHC Run 3 Shutdown

Helmholtz-Centres

Abbildung 1: Erwartete Entwicklung der CPU-Anforderungen für die universitären Tier2-Zentren
und die NHR-Zentren in Deutschland.

Abbildung 2: Erwartete Entwicklung des Bedarfs an Speicherplatz weltweit von ATLAS und
CMS.
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Currently  150 000 Euro for invest plus overhead per site per year at five university Tier-2 sites

Whether invest for hardware at university Tier-2 sites is needed (which amount, for how long) 
- depends on Ymeline of realisaYon of “KET CompuYng PerspecYve” 
- requires definite commitments by NHR-Verein and Helmholtz AssociaYon

Yearly needed budget at university sites will probably increase compared to FP 21-24 
- higher hardware costs due to significant increase in resources, huge inflaYon, 

smaller technical advancement than foreseen and eventual compensaYon for Russian sites
- maybe also costs for power consumpYon would need to be included in applicaYon  
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A Liste der technischen Anforderungen für WLCG@NHR

• Unterstützung von Containern (singularity, charliecloud, ...)

• CVMFS für Software Stack: idealerweise lokale Partition und als System Service, alternativ
cvmfsexec

• “User-Name-Space” aktiviert

• Cache Partition (O(300 TB)), falls kein WLCG Speicher System am Zentrum

• “Edge-Services” für Squids, ARC CE, ...

• Nach aussen offene Internetverbindung auf den Rechenknoten

• Schnelle WAN Verbindung (>100 Gb/s)

• Proxy/Pool Accounts für die Jobs der Experimente

B Integration NHR in HEP Services

Abbildung 3: Schema der verschiedenen Service Komponenten zur Integration eines NHR
Zentrums in HEP Umgebung: Die hell-gelben Boxen sind Services bzw. Anforderungen an NHR
Zentrum, hell-rote Boxen beziehen sich auf zentrale Services der Experimente und hell-blaue

Boxen bezeichnen Services, die von den HEP Gruppen an den NHR Sites betrieben werden.

7

Exp A,B, 
…

Exp C,D, 
…

preliminary considerations for operational models  

Experiment specific R&D and opera9on of WLCG cloud [A]

IntegraYon of  NHR centres in  workflow of the 
ATLAS and CMS experiments
(update of soiware stacks, running of
edge services,  monitoring, accounYng,  ...)

probably requires addiYonal FTE 

(reminder: at GridKa currently 1 co-financed   
FTE per experiment)

ConDnuous funding w/o gap at least at the same level for personal indispensable 

Probably new partner TUM in ATLAS 
Probably more FTE needed if NHR centres integrated in workflow of experiments (see below)

QuesDons: 
Again an experiment overarching compound “outside” FSPs ATLAS and CMS also w/o hardware invest? 
How to secure Ymely funding given probable delay in ErUM-Data calls? 
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Exp A,B, 
…

Exp C,D, 
…

preliminary considerations for operational models  

Generic experiment overarching R&D [B]

Probably more FTE needed
- in order to finalize the needed R&D in  Yme for   

HL-LHC start and adapt them to NHR requirements
- maintenance, adjustment and opYmizaYon

of developed tools such as 
COBalD/TARDIS, AUDITOR  etc. 

(developed in the compounds IDT-UM and FIDIUM)

ConDnuous funding w/o gap at least at the same level for personal indispensable 

AddiYonal partners may want to join 
Probably more FTE needed for finalizing R&D in Yme and maintenance of developed tools (see below)

QuesDons: 
How to secure Ymely funding given probable delay in ErUM-Data calls? 

Conclusion and outlook

I Current status of AUDITOR
I Flexible and extensible design
I Stateless and hence crash resilient
I Growing ecosystem of collectors and plugins
I Rust & Python libraries for implementing collectors and plugins

I Outlook
I More collectors and plugins
I Security measures (authentication)

I Links
I Website: alu-schumacher.github.io/AUDITOR/
I Github: github.com/ALU-Schumacher/AUDITOR

Stefan Kroboth | October 20-21 2022 10

R. Florian von Cube ETP/KITFIDIUM Collaboration Meeting

COBalD/TARDIS are tools for dynamic resource scheduling developed at KIT and 
contributions from our partners in Freiburg and Bonn  
For transparent use, resources are integrated into common overlay batch system 
Compute elements (CE), established in the grid-context, act as single points of entry 

Also perform authentication and authorisation  

Schedule resources based on current demand through proxy user 
Provide WLCG/experiment software through container layers
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COBalD / TARDIS
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Conclusion as input for discussion
Ø ConDnuous funding at least at the same level for personal indispensable  for

- experiment specific R&D and operaYon of WLCG cloud in Germany  
(maybe more FTE needed if  NHR centres included in WLCG workflow)

- generic experiment/community overarching R&D  
(maybe addiYonal FTE needed to finalize required R&D in Yme for HL-LHC and maintenance of tools) 

A gap in the funding 
- will damage the operaYon of the WLCG Cloud in Germany and hence analysis acYviYes
- will  diminish the build-up experYse and will make IT experts leave the field 

Ø Provisioning of hardware resources needs to be secured in agreement with WLCG-MoU

Size and Yme period of funding for hardware invest at university Tier-2 sites
- depends on Ymeline of realisaYon of “KET CompuYng PerspecYve” 
- requires definite commitments by NHR-Verein and Helmholtz AssociaYon

Yearly needed budget at university sites will probably increase compared to FP 21-24 
- higher hardware costs due to significant increase in resources, huge inflaYon, 

smaller technical advancement than foreseen and compensaYon for Russian sites
- maybe also costs for power consumpYon would need to be included in applicaYon  


