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1

Machine Learining Activities for Accelerator Controls at Euro-
pean XFEL
Author: Antonin Sulc1

Co-authors: Annika Eichler 2; Tim Wilksen 3; Raimund Kammering 3

1 MCS (MCS Fachgruppe 4)
2 MSK (Strahlkontrollen)
3 MCS (MCS Fachgruppe 1)

Corresponding Author: antonin.sulc@desy.de

The abundance of data currently stored for heterogeneous subsystems represents an excellent op-
portunity for data analysis. Data-driven approaches, relying solely on data can significantly benefit
from having massive streams of data available. So far, frequently the modeling activities focused
on model-based analyses which relied on human expertise. In this talk, we provide examples of
activities of purely data-driven approaches for anomaly detection and modeling of the behavior of
pulsed linacs like European XFEL and their subsystems that do not rely on human-expertise model-
ing.

3

Prediction of protein-protein interactions in the event of alterna-
tive splicing
Authors: Jeanine Liebold1; Khalique Newaz1

1 U HH (Universitaet Hamburg)

Corresponding Author: jeanine.liebold@desy.de

Proteins are important biomolecules of life. While many proteins can function independently, most
proteins interact with other proteins to control and mediate their biological activities. Hence, study-
ing protein-protein interactions (PPIs) is important to better understand biological functions. There
are several biological factors that can influence the presence or absence of a PPI. In our work, we are
specifically interested in studying how a PPI is affected by a biological phenomenon called alterna-
tive splicing (AS), where a single gene gives rise to multiple proteins. We aim to use deep learning
methods to predict the likelihood of a PPI in the event of AS. In detail, we use (and later modify) an
existing geometric deep learning approach to predict PPIs. Intuitively, given 3-dimensional struc-
tures of two proteins, the approach first represents the surface of each protein as a “cloud” of points.
Then, the approach computes surface curvatures and chemical characteristics as features of each
point. Finally, the approach uses these features to train a neural network architecture and predict
which parts of the two proteins are interacting. In our work, we further advance this existing ap-
proach to more accurately predict which parts of the two proteins interact. To do this, we use a
convolutional neural network to extract advanced features for each protein and use those features
to classify interacting versus non-interacting parts of a given pair of proteins. In our on-going work,
we aim to use our novel approach to predict PPIs in the event of AS.

4

Virtual X-Ray Pulse Characterisation at the European XFEL
Authors: Christian Grech1; Farzad Jafarinia1; Gianluca Aldo Geloni2; Marc Guetg1; Trey Guest3
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1 MXL (XFEL)
2 Eur.XFEL (European XFEL)
3 Eur.GPEX

Corresponding Author: christian.grech@desy.de

Virtual diagnostics involves using fast computational tools that can predict the output of a diagnostic
when it is unavailable. One work in this direction proposes the use of ML learning methods at the
European XFEL’s SASE1 beamline to predict X-ray properties such as beam pointing using undulator
electron properties. Such an approach is promising for providing accurate knowledge on X-ray
pulses of high-repetition rate XFELs. Another application for hard X-ray self-seeding operation uses
amachine learning classifier to identify crystal reflections and determine the seeding energy.

6

Deep Active Learning for Segmentation of Biodegradable Bone
Implants in High Resolution Synchrotron Radiation Microtomo-
grams
Author: Bashir Kazimi1

Co-authors: Ivo Baltruschat 2; Julian Moosmann 3; Philipp Heuser 4; Sahar Kakavand 5

1 Hereon (Helmholtz-Zentrum Hereon)
2 Research and Innovation in Scientific Computing, DESY
3 Helmholtz-Zentrum Hereon
4 DESY/Helmholtz Imaging
5 IT (Research and Innovation in Scientific Co)

Corresponding Author: bashir.kazimi@desy.de

With the increasing success of deep learning techniques in many applications, researchers also use
it for segmentation of biodegradable implants in high resolution synchrotron radiation microtomo-
grams (SRμCT). Deep learning models, however, require lots of annotated training examples in order
to generalize and perform well on new data. Manual annotation of high resolution SRμCT is a very
time-consuming, and expensive task. Moreover, domain expertise is required for accurate segmenta-
tion of biodegradable bone implants. We leverage deep active learning techniques in this research to
alleviate the need for annotating a large dataset, yet achieve a similar performance. A small number
of annotated tomograms are used to train a model. The trained model and a so-called acquisition
function are used to propose new tomograms to manually annotate and include in the training set
which could potentially improve the performance of the deep learning model the most. The new an-
notated tomograms are added to the training set and the process is repeated, evaluating the trained
model on a separate test dataset after each round. The process is halted when the increase in perfor-
mance on the test dataset between two successive rounds is negligible. Experiments are conducted
on an annotated dataset of biodegradable implants. There are 6 samples (5591 tomograms) for vali-
dation, and 6 samples (6000 tomograms) for testing. Even though 8 samples (6878 tomograms) are
allocated for training, initially, only 8 tomograms (1 from each sample) from the training set are used
to train the model in the first round. After each round, 8 new tomograms are added to the training
set based on the scores calculated using the acquisition function. After 10 rounds of active learning
and only 80 annotated tomograms for training, the model achieves a mean intersection over union
(mIoU) score of 80.51% on the test dataset. Training a model on the whole dataset, i.e., 6787 anno-
tated tomograms, in a vanilla supervised fashion yields a mIoU score of 82.91%, only ~2% higher, on
the test dataset.

7

Equivariant Point Cloud Generation for Particle Jets
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Authors: Erik Buhmann1; Gregor Kasieczka2

1 University of Hamburg
2 UNI/EXP (Uni Hamburg, Institut fur Experimentalphysik)

Corresponding Author: erik.buhmann@desy.de

Generative machine learningmodels allow fast event generation, yet are so far primarily constrained
to fixed data and detector geometries.
We introduce a Deep Sets-based permutation equivariant generative adversarial network (GAN) for
generating point clouds with variable cardinality - a flexible data structure optimal for collider events
such as jets. The generator utilizes an interpretable global latent vector and does not rely on pair-
wise information sharing between particles, leading to a significant speed-up over graph-based ap-
proaches

9

Generative Models for Fast Simulation of Electromagnetic and
Hadronic Showers in Highly Granular Calorimeters
Authors: Anatolii Korol1; Daniel Christian Hundhausen2; Engin Eren3; Erik Buhmann4; Frank Gaede1; Gregor
Kasieczka2; Katja Krueger5; Lennart Rustige1; Peter McKeown1; Sascha Daniel Diefenbacher6; William Korcari2

1 FTX (FTX Fachgruppe SFT)
2 UNI/EXP (Uni Hamburg, Institut fur Experimentalphysik)
3 FLC (FTX Fachgruppe SFT)
4 University of Hamburg
5 DESY (FTX Fachgruppe DTA)
6 Universität Hamburg

Corresponding Author: peter.mckeown@desy.de

The simulation of calorimeters using standard Monte Carlo based methods is expected to create
a major computational bottleneck at the next generation of collider experiments, motivating the
development of alternative approaches. Surrogate simulators based on deep generativemodels could
potentially provide significant computational speedups- however the highly granular nature ofmany
future detectors poses a major challenge in terms of the degree of physical fidelity required. This
contribution reports progress on the simulation of both electromagnetic and hadronic showers, as
well as steps taken to broaden the scope of these simulators, for example when conditioning a model
on multiple parameters.

10

Searching for new physics anomalies at the LHC
Author: Louis Jean Philippe Moureaux1

1 UNI/EXP (Uni Hamburg, Institut fur Experimentalphysik)

Corresponding Author: louis.moureaux@desy.de

We present techniques to perform model-agnostic searches for new physics at the LHC, both at the
trigger and analysis level. We highlight some of the recently uncovered practical challenges and
discuss proposed solutions.
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11

Generation of High-Fidelity and High-Dimensional Calorimeter
Showers Using Normalizing Flows
Authors: Claudius Krause1; David Shih2; Engin Eren3; Frank Gaede4; Gregor Kasieczka5; Imahn Shekhzadeh5;
Sascha Daniel Diefenbacher6

1 Institut für Theoretische Physik, Universität Heidelberg
2 Rutgers University
3 FLC (FTX Fachgruppe SFT)
4 FTX (FTX Fachgruppe SFT)
5 UNI/EXP (Uni Hamburg, Institut fur Experimentalphysik)
6 Universität Hamburg

Corresponding Author: sascha.diefenbacher@desy.de

Simulation in High Energy Physics places a heavy burden on the available computing resources and
is expected to become a major bottleneck for the upcoming high luminosity phase of the LHC and
future Higgs factories, motivating a concerted effort to develop computationally efficient solutions.
Generative machine learning methods hold promise to alleviate the computational strain produced
by simulation while providing the physical accuracy required of a surrogate simulator.

Normalizing flows have shown significant potential in the field of fast calorimeter simulation in
simple detector geometries. We expand on this by demonstrating how a normalizing flow setup
can be extended to simulate showers in a significantly more complicated highly granular calorime-
ter.

13

Real-time event filtering with machine learning in FPGAs
Authors: Artur Lobanov1; Finn Jonathan Labe1; Gregor Kasieczka2; Johannes Haller2; Karim El-Morabit2; Sven
Martin Bollweg2

1 Universität Hamburg
2 UNI/EXP (Uni Hamburg, Institut fur Experimentalphysik)

Corresponding Author: artur.lobanov@desy.de

Particle colliders such as the LHC produce data at an unprecedented rate and volume. To over-
come bandwidth constraints, event filtering systems are employed, with the first stage usually imple-
mented in hardware using FPGAs. We present the studies on real-time event filtering using machine
learning for the Level-1 Trigger of the CMS experiment.

14

Exploring structural heterogeneity usingX-ray single particle imag-
ing and deep learning
Author: Abhishek Mall1

Co-authors: Zhou Shen 1; Kartik Ayyer 1

1 Max Planck Institute for the Structure and Dynamics of Matter
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Corresponding Author: abhishek.mall@mpsd.mpg.de

Single particle imaging (SPI) with X-ray free-electron lasers (XFELs) sources can empower visualiza-
tion of structural heterogeneity in biological entities such as viruses and complex proteins. We have
developed a CNN-based generative network approach for mapping and reconstruction of the 3D
structure of a target object at any point of its structural variation landscape. We discuss applications
to ultrafast melting of gold nanoparticles and to natural variations in a virus structure.

15

Generative modeling with Graph Neural Networks for the CMS
HGCal
Authors: Dirk Kruecker1; Engin Eren2; Frank Gaede3; Gregor Kasieczka4; Moritz Scham1; Moritz Wolf4; Peter
McKeown3; Samuel Bein4; Soham Bhattacharya1; William Korcari4

1 CMS (CMS Fachgruppe Searches)
2 FLC (FTX Fachgruppe SFT)
3 FTX (FTX Fachgruppe SFT)
4 UNI/EXP (Uni Hamburg, Institut fur Experimentalphysik)

Corresponding Author: moritz.scham@desy.de

In high energy physics, detailed and time-consuming simulations are used for particle interactions
with detectors. For the upcoming High-Luminosity phase of the Large Hadron Collider (HL-LHC),
the computational costs of conventional simulation tools exceeds the projected computational re-
sources. Generative machine learning is expected to provide a fast and accurate alternative. The
CMS experiment at the LHC will use a new High Granularity Calorimeter (HGCal) to cope with the
high particle density. The new HGCal is an imaging calorimeter with a complex geometry and more
than 3 million cells. We report on the development of a GraphGAN to simulate particle showers
under these challenging conditions.

16

Learning-based Optimisation of Particle Accelerators Under Par-
tial Observability Without Real-World Training
Author: Jan Kaiser1

Co-authors: Annika Eichler 2; Oliver Stein 3

1 DESY
2 MSK (Strahlkontrollen)
3 D3 (Strahlenschutz)

Corresponding Author: jan.kaiser@desy.de

Reinforcement learning (RL) has enabled the development of intelligent controllers for complex tasks
that previously required human intuition to solve. In the context of particle accelerators, there exist
many such tasks and solving them with conventional methods takes away from scarce experiment
time and limits the operability of accelerators. We demonstrate how to successfully apply RL to the
optimisation of part of a linear particle accelerator under highly limited partial observability and
without requiring expensive beam time for training on the real machine. Our method outperforms
conventional optimisation algorithms in both the achieved result and time taken, and achieves close
to human-level performance. In the future, RL-based controllers like ours will enable more challeng-
ing beam configurations and significantly reduce the time required to attain them, thereby increasing
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both quality and quantity of experimental output of accelerator facilities and consequently enable
scientific advances in the research fields served by these machines.

17

Serial Femtosecond Crystallography with Deep Learning
Authors: David Pennicard1; Heinz Graafsma1; Shabarish Pala Ramakantha Setty2; Vahid Rahmani1; shah nawaz2

1 FS-DS (Detektorsysteme)
2 DESY

Corresponding Author: shah.nawaz@desy.de

Serial femtosecond crystallography produces large data volumes however, only a small percentage
of the data is useful for downstream analysis. In this work, we handle serial crystallography data
with deep learning for various challenges including classification, Bragg peak detection, domain
adaptation, explainability.

19

Machine learning denoising for nanotomography
Author: Silja Flenner1

Co-authors: Imke Greving 2; Stefan Bruns 1

1 Helmholtz-Zentrum Hereon
2 Hereon (Helmholtz-Zentrum Hereon)

Corresponding Author: silja.flenner@hereon.de

Hard X-ray nanotomography is a commonly used tool in many research areas such as material
science, biology and medicine. However, the quality of the reconstructed tomogram is often ob-
scured by noise, especially for in situ experiments when a high time resolution is required. Machine
learning (ML) techniques offer a powerful alternative to conventional filtering methods. Here, we
present a ML denoising approach without the need of a reference scan. This technique is applied
to high-resolution nanotomography data. The ML approach proves to be a very powerful tool that
outperforms conventional filters by eliminating noise without blurring relevant structural features,
thus enabling efficient quantitative analysis and fast measurements well suited for in situ applica-
tions.

20

Fault diagnosis for the LLRF system at the European XFEL
Author: Annika Eichler1

Co-authors: Jan H. K. Timm 2; Julien Branlard 1

1 MSK (Strahlkontrollen)
2 MCS (MCS Fachgruppe 4)
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Corresponding Author: annika.eichler@desy.de

In this work we present a model-based approach for fault detection for the superconducting cavities
at the European XFEL.With the help of a classification algorithm, a special class faults, the quenches,
can be distinguished from others. Application results are presented.

22

Machine learning-based analysis of mass spectrometry data for
rapid diagnosis of respiratory viruses in saliva samples
Author: Simon Doerner1

1 FS-CS (CSSB-Geschaeftsstelle)

Corresponding Author: simon.doerner@cssb-hamburg.de

I am developing a data analysis workflow involving machine learning technologies like recurrent
and convolutional neural networks as well as classification systems, for the rapid and reliable iden-
tification and quantification of viral proteins in mass spectrometry data from human saliva samples.
The goal is to implement this workflow in high-throughput quantitative testing for respiratory vi-
ral infections, including advanced features such as parallel testing for different viruses and early
detection of viral mutations.

23

Modelling quantum states using normalizing flows
Authors: Alvaro Fernandez Corral1; Andrey Yachmenev2; Yahya Saleh2

1 FS-CFEL-CMI (CFEL-CMI Controlled Molecule Imaging)
2 FS-CFEL-1-CMI (CFEL-CMI Controlled Molecular Imaging)

Corresponding Author: alvaro.fernandez@cfel.de

The solution of the time-dependent Schrödinger equation completely characterizes the quantum dy-
namics of molecular systems. Because this equation is analytically solvable only for toy problems,
for real-life simulations, a variety of numerical approximations have been developed. Themost accu-
rate methodologies employ the variational approach based on the linear expansion of the solutions
in a set of basis functions. Recently, neural network approaches have emerged as a strong method-
ology for modeling the basis functions, which prove very efficient for solving quantum chemical
problems.

I will present a novel approach for solving the stationary and time-dependent Schrödinger equation
based on normalizing flows and invertible neural networks acting on the problem’s real-space co-
ordinates. In this method, instead of using neural networks as a basis, a set of classical orthogonal
polynomials is composed together with a neural network function. This allows us to calculate a
much larger number of excited states at a much lower cost. I’ll present calculations for excited elec-
tronic and vibrational states of small molecules. To solve the time-dependent problems, the current
approach is to cast in the form of a recurrent neural network that describes the molecular state on
a discretized time lattice. This method will be used as a workbench for simulations of the Laser In-
duced Electron Diffraction (LIED) experiments, a technique for high spatial and temporal resolution
imaging.
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24

Bayesian optimization of laser-plasma accelerators assisted by re-
duced physical models
Author: Angel Ferran Pousa1

Co-authors: Soeren Jalas 2; Manuel Kirchen 3; Alberto Martinez de la Ossa 4; MaxenceThevenet 5; Stephen Hudson
6; Jeffrey Larson 6; Axel Huebl 7; Jean-Luc Vay 7; Remi Lehe 7

1 DESY
2 UNI/EXP (Uni Hamburg, Institut fur Experimentalphysik)
3 MLS (Laser fuer Plasmabeschleunigung)
4 DESY / MPA
5 MPA1 (Plasma Theory and Simulations)
6 Argonne National Laboratory
7 Lawrence Berkeley National Laboratory

Corresponding Author: angel.ferran.pousa@desy.de

High-fidelity particle-in-cell simulations are an essential tool for the modeling and optimization
of laser-plasma accelerators. However, the high computational cost associated with them severely
limits the possibility of broad parameter exploration. Here, we show that a multitask Bayesian opti-
mization algorithm can be used tomitigate the need for high-fidelity simulations by incorporating in-
formation from inexpensive evaluations with reduced physical models. In a proof-of-principle study
combining the FBPIC (high fidelity) andWake-T (reduced model) codes, this algorithm demonstrates
an order-of-magnitude speedup when the optimization is assisted by the reduced-model simulations.
This opens the way for cost-effective optimization of laser-plasma accelerators in large parameter
spaces.

25

Data-drivenmodelling of a laser-plasma accelerator using ensem-
ble models
Author: Frida Brogren1

Co-authors: Paul Viktor Winkler 1; Lars Hübner 2; Philipp Messner 1; Maximilian Trunk 1; ChristianWerle 3; Wim
Leemans 4; Andreas Maier 1; Soeren Jalas 3; Manuel Kirchen 1

1 MLS (Laser fuer Plasmabeschleunigung)
2 University of Hamburg
3 UNI/EXP (Uni Hamburg, Institut fur Experimentalphysik)
4 M (Beschleuniger)

Corresponding Author: frida.brogren@desy.de

Laser-plasma accelerators are promising candidates for driving compact undulator radiation sources.
Future applications would greatly benefit from optimization by data-driven modelling of the accel-
eration process, but intrinsic noise and large parameter spaces poses a problem for conventional
modelling methods. At LUX beamline we use an ensemble of neural networks and bootstrap aggre-
gation to extract a model robust to noise and outliers.

26
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Welcome

27

Machine Learning in quantum physics
Corresponding Author: cweitenb@physnet.uni-hamburg.de

Machine learning is emerging as vital tool in many sciences. In quantum physics, notable examples
are neural networks for the efficient representation of quantummany-body states and reinforcement
learning of preparation and read-out routines. In this talk, I will present our results on machine
learning of quantum phase transitions using classification techniques. This approach works very
well even on noisy experimental data both with supervised and unsupervised machine learning.
Next to the practical advantages, such techniques might in the future reveal phase transitions, for
which conventional order parameters are not known.

29

House & Kiez of Computing & and Data Science
Corresponding Author: christian.biemann@uni-hamburg.de

The House of Computing & Data Science is a central unit of U Hamburg for the digital trans-
formation of research; the KIEZ of Computing and Data Science is a Hamburg-wide network to
connect computation-oriented people in research and development. After motivating the need of
such units and networks for all research disciplines, the current level of their implementation is
described.

30

Data Science at Airbus - Small Summary of Projects
Corresponding Author: ivo.curtius@airbus.com

Machine learning techniques have left the drawing board and are currently industrialized in the
aerospace sector.
First an overview of the wide range of these applications at Airbus is given, followed by a more
detailed description of the research on how an LSTM and AutoEncoder-based dimensionality reduc-
tion approach is used to calculate the loads on an aircraft during landing. Finally, an outlook is given
on what mastering these techniques will enable in the future.

31

Closing Remarks

34

Physics � AI
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