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Data taking at CMSB. Radburn-Smith

Premise
• The LHC collides bunches of protons at 

40 MHz*

• We cannot readout all of the collisions 

(Zero-supressed data would be ~30TB/s)

• Only some of these collisions will be of 

interest

• We need a way to filter out the interesting 

collisions to analyse

• 2 level trigger system based on hardware 

and software respectively
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*If all bunches are filled

Probability decreasing ——-> 

LHC collides protons every 25 ns (40MHz)

A Higgs boson is produced every 100 seconds

A W/Z boson is produced every 10 milliseconds

New physics might be hiding here

“BACKGROUND”

“SIGNAL”
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Processing data  
and reconstructing  

physics objects 
~9us

Decision on event ~1us

Detector data ”in”  
@40MHz

         HL-LHC  
   only
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๏ Our group’s subjects of studies:

‣ Jet identification based on jet constituents (in CT)

‣ Event classification based on topology (in GT)


‣ Inherently both are based on the object “topology”


๏ Jet classification:

‣ PU vs light vs heavy-flavour jet etc.


๏ Event classification:

‣ Go beyond simple correlations and learn kinematics 

using Machine Learning (ML) 

‣ Separate signal(s) vs. background (“MinBias”)


๏ ML-approach effectiveness already proven “offline”
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๏ Traditional L1 triggers: 1-4 particles, filter on energy + kinematical correlations

‣ Mostly general purpose, recently more signal-targeted (e.g. B->mumu)


๏ ML approaches based on ~full event information = all detected “particles” (@L1)


‣ Target inaccessible signal-phase: soft final states, unusual signatures etc.
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๏ Classifier: “supervised ML”

‣ Event classification:  

signal vs background

‣ Model-dependent

‣ High purity


… ML-powered traditional trigger 

๏ Anomaly detection: “unsupervised ML”

‣ Event classification:  

reject background-like events

‣ Model-independent

‣ Low purity


… novel approach (impossible w/o ML)!
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๏ Benchmark signal: HH > bbWW (semi-leptonic) -> soft decay products


๏ NN should be complementary to “existing” L1 Trigger menu, e.g. single lepton triggers

‣ Train/evaluate NN trigger only on phase-space not covered by single lepton


‣ NN added efficiency: > 25% at 10kHz -> 60% total gain (wrt 30GeV single ele.)

6Single electron at 30 GeV = 30kHzLepton pT coverage by NN vs standard trigger
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๏ New approach in triggering: detect anomalies with ML model taught on background only


๏ Based on ML auto-encoders:

‣ Encoder compresses input, decoder reconstructs the input from the latent space

‣ Trained with mean squared error (MSE) loss of input and output


• Good reconstruction performance for data similar to the training set


• Bad reconstruction for data different to the training set

7

encoder decoder

latent space
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๏ Validate autoencoder (AE) by checking reconstructed variable distributions


๏ Use “AE loss” as discriminating variable on trigger level 


๏ Background will dominate: low trigger rate → low false positive rate (and signal eff)
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Sven Bollweg 3 / 3Anomaly detection at the L1 trigger
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๏ Contributed to new study of Graph-based NNs for Jet 
Tagging using synthetic dataset w/ HLS4ML team

‣ GNNs profit from larger N of constituents


๏ In CMS L1T: investigating Jet tagging in “CT” system


‣ JetID could be used for “simple” jet triggers or  
as input to GT Topo Triggers


‣ Studied different jet ID problems for low-pT jets 
(untriggered) 


‣ Looking into NN Topo trigger for VBF H>inv

• Similar to HH approach: low-level feature NN


• Gain acceptance wrt the L1 menu VBF seed!
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HLS4ML (WIP)

VBF H>inv
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๏ L1T algorithms run on powerful FPGAs, e.g. Xilinx VU9P

• Fast I/O (25Gb/s) for L1T data transfer


• Large FPGA “memory” useful for storing complex 
algorithms, e.g. Neural Network weights


๏ While CMS host board “Serenity” in R&D, use commercial  
“development kit” for demonstrator setup:


‣ VCU118 kit hosts same FPGA as Serenity and provides  
fast interfaces to PC (optics or PCIe)


‣ Using the setup to test & run algorithms in a realistic 
FPGA environment
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VU9P 
FPGA

VCU118 kit

VCU108 setup @UHH

Serenity  
board  
for CMS L1T
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For first tests the Global Trigger Logic of every MP7 board can contain one ADT. Therefore 

everything could be prepared by the Global Trigger group except for the VHDL code which 

contains the logic of the ADTs. An example of the entity definition at the top of an ADT follows:
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delay

delayCentrality

anomaly
detection

trigger

ML@FPGA RESOURCES

๏ Collaborating on algorithm development and 
hardware demonstration:

‣ HLS4ML team (M. Pierini et al) 

‣ CMS Global Trigger teams (H. Sakulin, M. Jeitler)


๏ FPGA implementation of NN with HLS4ML 
in the CMS L1T firmware architecture 


๏ Performance and resource usage promising!

‣ Latency ~50ns -> good for Run3 already!

‣ Resources: ~ few % for of FPGA


๏ Targeting first tests of Topo and Anomaly 
Triggers for LHC Run3 soon!
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NN in cyan

NN implementation in firmware

ML in Run3 GT

https://fastmachinelearning.org/hls4ml/


SUMMARY
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๏ ML enhances physics sensitivity throughout HEP experiments’ data flow

‣ ML arrives in “online” (trigger) systems of e.g. the CMS experiment


๏ Performing proof-of-concept of ML algorithms for the CMS L1T in several areas:


‣ Topology trigger: promising performance for various benchmark signals


‣ Jet identification: benchmarks promising, exploring “realistic” CMS datasets


‣ Anomaly Detection: advancing this novel approach in trigger systems


๏ First hardware demonstrations achieved in HL-LHC system (w/ CERN teams)


๏ Targeting first real implementation of Topo & Anomaly Triggers in Run3 already!
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Ultra fast ML for triggering
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ML

ML

ML applications you have seen at this  
school these last days

We know it works here: jet identification, anomaly detection, objects or 
event reconstruction and identification, …

๏ ML@FPGA also potential as co-processor -> larger ML models in HLT/Reconstr.


๏ ML@ASIC -> potential to revolutionise HEP experiment design? (cf. HGCAL ASIC)

OUTLOOK: ML@FPGA + ASIC?
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Raw DATA
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๏ Artur Lobanov (postdoc)


๏ Johanes Haller, Gregor Kasieczka (Prof)


๏ Matthias Schroeder (Staff)


๏ Finn Labe (PhD), Ihor Komarov (MSc ✔︎),  
Karla Kleinboelting (BSc ✔︎)


๏ Philipp Rincke (MSc), Karim El-Morabit (pd)


๏ Sven Bollweg (PhD), Lars Emmrich (BSc), KEM
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Project lead


PIs


Higgs expert


Topo trigger 

Jet identification


Anomaly detection



BACKUP
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๏ Can one use one NN topo trigger for processes with similar signatures?


‣ E.g. HH > bbWW (SM and BSM), ttbar (bWbW), HH > hadronic


๏ NN trained on similar processes performs similar to NN trained on the signal itself

‣ Hints that NN largely learns background minbias [—> anomaly detection!] 

17

Development of neural network topological trigger

(a) Neural network trained on tt̄ (b) Neural network trained on HHkl=5

Figure 4.18.: ROC curves of different signal processes with the same final state.

Because of the lower leading lepton pT in HHkl=5 events the network learns better the
topology of the event and relies less on the leading lepton pT that is higher for tt̄ signal
processes. Fig. 4.19 shows the distribution of mean of absolute values of weights of input
nodes. Because of the similar event topology the neural network trained on HHkl=5 has the
same signal efficiency for tt̄ and HHkl=1 signal processes.

This finding is useful for sensitivity to different kl scenarios. The neural network trained
on Higgs boson pair production processes retains high signal efficiency for signal processes
with higher leading lepton pT , if it was trained on sample with different self-coupling constant
and lower leading lepton pT .

51

trained 
on HH

trained 
on itself

bbWW signatures

ML trigger 
vs standard L1 seeds: 
efficiency vs rate


-> ML best
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๏ Correlator Trigger (CT, new in L1T)


‣ Using Particle Flow to reconstruct and identify 
all particles using all sub-detectors


‣ Outputs: e/y/mu/taus/jets and MissingET

‣ Latency: ~3 μs (ID: <1 μs)


๏ Global Trigger (GT)

‣ Receives objects from all L1T systems

‣ Computes correlations or other algorithms

‣ Latency: ~1 μs


๏ Powerful FPGAs and increased latency enable the use of complex/expensive algorithms


‣ Bringing Machine Learning to the L1 Trigger!

CORRELATOR AND GLOBAL TRIGGER
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HCAL 
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Algorithm example: particle flow

Fits in logic resources and meets timing in target FPGA 
Xilinx Virtex Ultrascale+ (VU9P) for Particle Flow trigger

‣ Aim to reconstruct and identify all particles in 
an event using all sub-detector information  

• Efficient reconstruction of charged particles in the 
tracker, down to threshold of 2 GeV 

• Fine granularity calorimetry to resolve the 
contributions from neighbouring particles 

‣ PUPPI algorithm filters particles 
• Uses vertex to define a particle weight 
• Basically a probability of being prompt 

‣ Ambitious algorithm for Level-1 trigger

to GT

Correlator Trigger architecture
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Trigger system design

Provides robust independent triggers for calorimeter, 
muon and tracking systems separately, and a Particle 
Flow trigger, which combines detector information, all 
feeding into a global trigger

Detector inputs

System specification and constituents

Increase bandwidth 100 kHz → 750 kHz

Increase latency 3.8 μs → 12.5 μs (9.5 μs target contingency)

Include high-granularity detector and tracker information

Dedicated scouting system @ 40 MHz → streaming data


Optical link speeds 16/25 Gb/s as appropriate for application


Use of largest FPGA parts where processing bound e.g. Xilinx 
Virtex Ultrascale+ (VU9P/VU13P) and smaller parts where 
processing is less critical e.g. Xilinx Kintex Ultrascale 


Overall over 200 FPGAs


Processing partitioned regionally and in time as appropriate


Hundreds of FPGAs
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Peter F. - 26.04.2021
2 Introduction to HH(bbWW) non-resonant (1/2)

● Second largest HH channel (~25%) 

● Characterised by decay of W bosons:

■ SL:  (~38%)

■ DL:  (~6%)  

● Two different production modes:

■ Gluon-Gluon Fusion (GGF)

■ Vector-Boson Fusion (VBF) 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๏ Two ML L1T algorithms already shown as PoC in L1T TDR for HL-LHC


๏ Our target signal: HH – one of the showcases for HL-LHC


๏ An indirect handle for the analysis sensitivity is the HH invariant mass: mHH


๏ Low mHH likely results in softer objects -> trigger limited region (see kink κλ ~5)

http://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/FTR-18-019/index.html
http://cds.cern.ch/record/2714892
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๏ Estimating effect of NN topo trigger @ L1 on analysis 
[Reusing existing Run-2 setup]


๏ NN performance with Run-2 inputs similar to HL-LHC:

‣ Larger PU <> better trigger resolution


‣ Prospect of using ML TopoTrigger for Run3?
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Influence of the developed L1 trigger on the HLT and the offline analysis

As before, the signal and background events will be divided in three parts: 60% for training,
20% for validation and 20% for testing. The neural network will be trained for 150 epochs.
There was no overfitting observed.

(a) Same number of signal and minimum bias events. (b) All available signal and minimum bias events.

Figure 6.1.: Comparison of signal efficiency for Phase 2 and Run 2 data sets for different
number of events used for training.

Fig. 6.1 shows how the different sizes of the data sets used for training influence the signal
efficiency. For Run 2 and Phase-2 the signal efficiency at low rate does not change with
changing ratios between number of signal and background events. Thus, the model for Run 2
will be trained on 60% all available events.

It was expected, that because of the coarser granularity of the Run 2 data compared the
Phase 2 data, the signal efficiency for the Run 2 data would be lower that for the Phase-2
data. But instead the Run 2 data show slightly higher signal efficiency. The reason for this
difference was not thoroughly explored in this work. One of the explanations could be that
the coarse granularity of Run 2 objects does not change the event topology strongly. In
section 4.5.1 it was shown that the event topology (h variables) contributes stronger to the
decision taken by the neural network than the energies deposited by physics objects (ET

variables). Another explanation could be increased pileup in Phase 2 (<200> pileup) in
comparison to Run 2 (<40> pileup). In section 4.9 it was show that the neural network has
higher sensitivity to the signal processes in the events with low pileup. There was presented
that signal efficiency increases slightly above error bands for signal events with 160-170
pileup per event compared to the signal events with 230-240 pileup. Between Phase-2 and
Run 2 the difference in pileup is higher, which could lead to higher signal efficiency of Run 2
data.
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๏ Next: evaluating L1 trigger efficiency using 
reco objects as “HLT” proxy


๏ Clear added efficiency from replacing 
L1 lepton seed with NN at HLT/reco

With analysis selection



HARDWARE DEMO
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๏ Collaboration with P2GT team for integration of NN in demonstrator


๏ Gabirele Bortolato implemented the NN algos 
in the P2GT FW for Serenity (in EMP-FWK)


๏ Resource/latency/performance as expected


๏ Agreement for (Q)Keras/HLS/FPGA  
inference of NN trigger algorithm

‣ Towards emulation in CMSSW using HLS4ML?
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3 GT INTERFACE

Architecture Parameter qkeras hls4ml FPGA

3 layers
Accuracy 98.84% 98.89% 98.89%
AUC 97.93% 97.88% 97.88%

2 layers
Accuracy 98.89% 98.90% 98.89%
AUC 97.96% 97.98% 97.97%

1 layer
Accuracy 98.94% 98.95% 98.95%
AUC 97.94% 97.97% 97.97%

4 nodes
Accuracy 98.81% 98.82% 98.82%
AUC 97.76% 97.82% 97.82%

2 Resurrce usage

NN label LUT FF DSP latency[ns] Latency[clk]
3 layers 2210 608 0 33.33 8
2 layers 2226 634 0 33.33 8
1 layer 3068 939 11 25.00 6
4 nodes 1162 409 4 20.83 5

Table 2: 240MHz target clock, vsynth numbers

NN label LUT FF DSP latency[ns] Latency[clk]
3 layers 2563 1860 0 33.33 16
2 layers 2159 2039 0 29.17 14
1 layer 2783 2557 13 25.00 12
4 nodes 982 1213 4 22.92 11

Table 3: 480MHz target clock, vsynth numbers

NN label LUT FF DSP latency[ns] Latency[clk]
3 layers 3484 1858 0 33.33 16
2 layers 3059 2046 0 29.17 14
1 layer 3845 2887 13 25.00 12
4 nodes 1444 1308 4 22.92 11

Table 4: 480MHz target clock, implementation numbers

3 GT interface

Data stored in the GT-objects must be pre-processed:

• Deserialized into single objects

• Normalized ! zi =
xi�µi
�i

• Aligned and remapped

3

3 GT INTERFACE

Figure 3: FPGA vs hls4ml results

GT 
INPUT

INTERFACE

Object 
Deserializer

Neural 
Network

Algorithm

GT 
OUTPUT  

INTERFACE

Variable 
Re-Scalers

Data 
Re-mapper

Figure 4: (!WORK IN PROGRESS!) GT frimware interface
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1.1 FPGA result 1 480 MHZ HARDWARE TEST

1.1 FPGA result

A total of 10800(900⇥12) samples are sent to the FPGA via the empbutler command and the respective
outputs are registered, that these values are compared with qkeras and hls4ml results.

Figure 2: FPGA vs qkeras results

2
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๏ First discussions with uGT team about demonstration in Run3 uGT test crate

‣ NN resource usage @40MHz: 1% of Virtex7 / II = 25 ns / latency = 50 ns – OK!


๏ Profiting from preparatory work for Anomaly Trigger (synergy!)


‣ uGT firmware ready to integrate NN algorithm [Herbert Bergauer] 

‣ Next steps:


• Train NN on Run3 samples

• Integrate NN IP into uGT FW

• Emulation in CMSSW?

• Implement FW in test crate

• TEST rates @P5
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For first tests the Global Trigger Logic of every MP7 board can contain one ADT. Therefore 

everything could be prepared by the Global Trigger group except for the VHDL code which 

contains the logic of the ADTs. An example of the entity definition at the top of an ADT follows:

data
+/-2 bxCalo Layer 2 data

36x32

data
+/-2 bxGMT data

8x64

External conditions data
+/-2 bx

256

Calculation of
object

parameter

Calculation of
differences

in eta and phi

Calculation of
correlation

cuts

Conversion of
eta and phi

for calo muon
correlations

Calculation of
muon charge
correlation

Combination
conditions

Correlation
conditions

Enrgy
summary
conditions

to FDL
Algorithms

(combinatorial
logic)
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delay

delayCentrality

anomaly
detection

trigger


