
Issues in data 6-12 Sep.



Issues recently discovered in CLEAR's data

• Digitizers' saturation for some of the channels, especially when vertical scale was set to minimize the ADC error

• Acquisition lauched twice on day 8 from 17:20 for '30 min

• Beam characteristics have not always measured on the YAG keeping the same spec.s - e.g. the beam width during 
irradiation with train charge 10nC/train has been measured with lower bunch number on the screen.

• Different horizontal time scales among different channels, within the same digitizer

• Timing issue in the bergoz charge data (or in the digitizers) - not understood the reason. This occurs most frequently 
on files saved day 7 and much less on day 8

• Last irradiation with highest dose rates required to decrease the HV in order not to saturate the digitizers. This means 
that to compare the ratio signal/beam one has to correct with CCE calibration at the end of the day (took a few 
minutes later)

Strategy and solutions

• Tagging algorithm to detect digitizer's saturation and flag 'issued' datapoints

• Comparison of detector/beam correlation functions among different acquisition can show synchronization issues 
related with bad timing. Diagnostic function (inspectFile_syncWaveform) developed

News in the analysis software

• Fixed a bug in the synch algorithm (synch was shifted 1 trigger left)

• More robust synchronization algorithm performing synchronization on all dgt. Channels!

Lessons for the future

• Acquisition system which saves calibrated data both in horizontal (time) and vertical (voltage) scales
• Check calibration with test signals at the beginning and end of the experiment

• Online monitoring system capable of detecting missing shots

• Online monitoring system capable of detecting digitizers (FERS) saturation

• Online monitoring system with raw synchronization algorithm implemented – e.g. capable to detect missing shots or 
issues in data taking on site

• Check beam parameters more often

• Try to find a way to gather SYNCHRONIZED data from the beginning – i.e. using JAPC

• Online plotting of the correlation function between acquired data and beam charge – this is of fundamental 
importance to detect timing issues in data acquisition of the Bergoz charge!
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Saturation observed in dgt but 
beam charge recorded lower?
Drift in beam charge?



Physical effect. Digitizer not 
saturating here



Duplicates herefrom because acquisition 
script was launched twice



Beam charge to max (160 bunches to 200 bunches + 
attenuation to 100%) results in lower signal 
amplitudes? It is likely that beam widths were very 
different in these two configurations. Also, beam 
centroid seems to have moved, by checking the 
logbook pictures on the YAG



Beam charge to max (160 bunches to 200 bunches + 
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Different hor. Scales among diff. 
Digitizers!!!



Saturation at 18:58 means 1V scale. Digitizer setting were changed channel by 
channel for some reasons. For a brief moment, the digitizer full scale reached 2V 
in ch1 dgt0 at 18:58:50. Why?



Cut the file here and join the two part. Test the synch 
algorithm



Same issue here in the file



Not an issue of the synchronization algorithm: it doesn't 
change time scales anyway...



Different acquisition rate? Maybe the bergoz?

IT really seems that this is an issue with time generation 
of bergoz data?



The time attached to each bergoz data point is calculated by the initial time recorded in the file. 
This because the timestamps attached to each charge measure are completely unrealiable since 
they are local times of the computer (e.g. between one shot and another there is no fixed 
0.1sec difference). Therefore it may have occurred that a very long irradiation.dat bergoz
datafile containing missing shots and this causes timing to be wrong in some cases. However, 
this should preserve the fact that between one shot and another there is always 0.1 sec time 
delay.



Here for example the problem is not present anymore....so it is a isolated issue around 19:01:50 
to 19:05:50



Voltage changed from 200V 
to 50V here!!!





This example shows that you can synch one part of the waveform but not in the entire range 
within the same file. This means that either the rate 10Hz of the digitizer or the rate of the 
Bergoz data is not truly 10Hz.

However, this is not always the case as shown in the next slide picture



Ok all over the 1minute wav data acquisition





Times here are all messed





Split file here



Split the file in two here



Split the file in two here

Off of synch traces here!







Never ending problems...
Offsets between different digitizers! Issue found in the original MATLAB files too...not a problem of my script

Correlation lag between ch1 dgt1 and ch1 dgt 2

Correlation lag between ch4 dgt1 and ch4 dgt 2



Before (left) and after (right) the correction for digitizers horizontal scale


