
Issues in data 6-12 Sep.
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Issues recently discovered in CLEAR's data

• Digitizers' saturation for some of the channels, especially when vertical scale was set to minimize the ADC error
• Acquisition lauched twice on day 8 from 17:20 for '30 min
• Beam characteristics have not always measured on the YAG keeping the same spec.s - e.g. the beam width during 

irradiation with train charge 10nC/train has been measured with lower bunch number on the screen.
• Different horizontal time scales among different channels, within the same digitizer
• Timing issue in the bergoz charge data (or in the digitizers) - not understood the reason. This occurs most frequently 

on files saved day 7 and much less on day 8
• Last irradiation with highest dose rates required to decrease the HV in order not to saturate the digitizers. This means 

that to compare the ratio signal/beam one has to correct with CCE calibration at the end of the day (took a few 
minutes later)

Strategy and solutions
• Tagging algorithm to detect digitizer's saturation and flag 'issued' datapoints
• Comparison of detector/beam correlation functions among different acquisition can show synchronization issues 

related with bad timing. Diagnostic function (inspectFile_syncWaveform) developed
News in the analysis software
• Fixed a bug in the synch algorithm (synch was shifted 1 trigger left)
• More robust synchronization algorithm performing synchronization on all dgt. Channels!

Lessons for the future
• Acquisition system which saves calibrated data both in horizontal (time) and vertical (voltage) scales

• Check calibration with test signals at the beginning and end of the experiment

• Online monitoring system capable of detecting missing shots
• Online monitoring system capable of detecting digitizers (FERS) saturation
• Online monitoring system with raw synchronization algorithm implemented – e.g. capable to detect missing shots or 

issues in data taking on site
• Check beam parameters more often
• Try to find a way to gather SYNCHRONIZED data from the beginning – i.e. using JAPC
• Online plotting of the correlation function between acquired data and beam charge – this is of fundamental 

importance to detect timing issues in data acquisition of the Bergoz charge!
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Problems
1- Saturation observed in all digitizers.
For example, look at the clipping of signal fluctuations at higher amplitudes

2- With beam charge 0.6e-8 we have integrated signal 3.2e-9, while (see next 
slide) with almost-twice beam charge 1.2e-8C we have 3.3e-9.
A displacement in beam centroid?
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Legend
Blue line: beam charge datapoint as measured by Bergoz @10Hz
Green line: integrated charge from digitizer 1 ch1 @10Hz



No saturation observed in this data, digitizer’s setting unchanged 
(based on the logbook screenshots).
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(not a) Problem
3- Acquisition routine launched twice with a few seconds delay. Data is 
gathered twice
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Legend
Blue line: beam charge datapoint as measured by Bergoz @10Hz
Green line: integrated charge from digitizer 1 ch1 @10Hz
Red line: integrated charge from digitizer 1 ch1 @10Hz, synch alg. failed

Problem
After 18:50, beam charge set to deliver highest dose rate for the day (160 
bunches to 200 bunches + attenuation to 100%). This resulted in physical 
(i.e. dgt saved OK) lower signal amplitudes.

4- A possible sapphire saturation effect is not detected in the further days, 
in same conditions. Therefore, it is likely that beam parameters (centroid? 
width?) were very different in before 17:50 and after 18:50. 

Naïve check of YAG pictures in the logbook goes in this direction…
(see two slides next)
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Proof that digitizers were set correctly for data acquired around 17:50 and 18:50
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08-09-2022 17:10:50 08-09-2022 18:43:49
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You can’t use plots 
below because in 
general the square 
region may be different.

By using YAG edges as 
reference, you can 
measure the position of 
the centroid in pixel 
units and compare 
quantitatively the two 
figures.

Such a naïve 
comparison in the slide
is meant to show 
qualitatively the effect.
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Problem
From Oasis’s screenshots in CLEAR’s logbook, all the digitizers are  always set to the 
same horizontal and vertical scale. This is not always the case, as illustrated in this 
example.

5- The digitizers horizontal scales of 1 and 2 are different from one file to another –
and even within the same file!

Scale (40ns/div) cannot be inferred from sample points (200) but only form the signal 
itself by comparing peak widths.

This is a big issue. In that comparison between different waveforms require going 
through the logbook!



Problem
Day 8th Sept. digitizer setting different. In fact, saturation at 18:58 means 1V scale. Then settings 
were changed among different channels (likely offset values). For a brief moment, the digitizer full 
scale reached 2V in ch1 dgt0 at 18:58:50.

6 – Setting upload cause timing lags (no more 0.1sec between a point and another one!)
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For example you can synchronize only part of 
this 1m acquisition, because the offset 
between bergoz and 1m acq. Is not uniform
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Problem
6,7 – Time differences between adjacent points in the Bergoz DAT is about 0.1 
sec, however, you cannot synchronize the entire 1 minute digitizer MAT file! 
Either the time from Bergoz or from digitizers – e.g. they have same trigger this
should not occur! – is not consistent over the same file!

Perfect bergoz/dgt correlation 
with offset of -18 triggers

Same file, first about 310 
triggers follows one clock, the 

other another clock



Same issue here in the file
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Problem
6,7 – The same issue is shown in this acquisition took later, the same day.

This problem occurs on 20% of day 7th measures. Almost zero on day 8th .

This is present even before generation of timetags - that is, it is present also if 
you compare the waveform in trigger time with bergoz datapoints in trigger 
units!

It is not a time scale issue, as evident from the figure here.
For example, peaks A and B are perfectly synchronized with Bergoz. A stretch 
of the temporal scale, in an attempt to accommodate the other peaks, would 
spoil this.

A few more examples and comments follow in the next slides.

A B



Not an issue of the synchronization algorithm: it doesn't change time scales anyway...

Possible causes are
• Not thread-safe code to acquire data from Bergoz (callback callable is async so two concurrent 

calls may be executed before data is saved on file.)
• Response delay from the digitizer when a setting is changed: Oasis sends commands with new 

settings and digitizer takes delay to apply.
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Different acquisition rate? Maybe the bergoz?

An issue with time generation of bergoz data?
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The time attached to each bergoz data point is calculated by the initial time recorded in the file. 
This because the timestamps attached to each charge measure are completely unrealiable since 
they are local times of the computer (e.g. between one shot and another there is no fixed 
0.1sec difference). Therefore it may have occurred that a very long irradiation.dat bergoz
datafile containing missing shots and this causes timing to be wrong in some cases. However, 
this should preserve the fact that between one shot and another there is always 0.1 sec time 
delay. 15



Here for example the problem is not present anymore....so it is a isolated issue around 19:01:50 
to 19:05:50
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Timing issues between Bergoz and Digitizer trace seems more frequent with small acquisitions 
(less than 1 minute).

Another example of saturation here.
Lesson for the future with FERS: develop online algorithm to detect saturation and histogram 
saturation shots over time.



Voltage changed from 200V 
to 50V here!!!
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This example shows that you can synch one part of the waveform but not in the entire range 
within the same file. This means that either the rate 10Hz of the digitizer or the rate of the 
Bergoz data is not truly 10Hz.

However, this is not always the case as shown in the next slide picture
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Ok all over the 1minute wav data acquisition
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Times here are all messed
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Split file here
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Split the file in two here
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Off of synch traces here!
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Problem
8- The right figure shows that digitizer’s data within the same acquisition (file) contains time 
differences between digitizer0-1-2 data. That is, there is a relative offset (in trigger units) 
between the waveforms acquired from digitizer 0 and those from digitizer 1.

Trigger offset between channels of the same digitizer is 0.

Trigger offset between different digitizers is variable, usually within the range 0-10.
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Problem
8- The issue is present in the source files, as verified by myself inspecting the matlab files.



Problem
8- A systematic study of this offset shows that this effect doesn’t follow a specific 
temporal trend, but rather appears randomly

Correlation lag between ch1 dgt1 and ch1 dgt 2

Correlation lag between ch4 dgt1 and ch4 dgt 2
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Before (left) and after (right) the correction for digitizers horizontal scale
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