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Motivation

gLite jobs end with Status
done(success) or done(failed)

˜20% of all jobs fail

gLite middleware reports status of
grid-infrastructure (transport layer),
not result of jobs

user does not get any information
about sources of job failures
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Sources of Failures

Grid middleware misconfiguration

external services not available

Worker node configuration

Worker node problems

full hard disk
network connection missing
hardware defects
Firewall misconfiguration

missing software (e.g. needed libraries)

errors in user software

. . .
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Solution: Job Execution Monitor

Job monitoring on worker node

stepwise execution of scripts
monitoring of executed commands

Realtime Information

User knows current state of his jobs
access to stdout/stderr output even in case of errors
(not available in gLite with failed jobs)

graphical Interface for clear Display in GridSphere
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Screenshots
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Architecture

Python

installed on every gLite node
plattform independant (automatically runs on 64bit CPUs)

Information exchange exclusively via the Relational Grid Monitoring
Architecture (R-GMA)

no firewall problems
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Strukture

command line interface/menu
JEM automatically added to job
→ no additional work
2 components

Watchdog
Script Wrapper

stepwise execution of
Bash- and Python-Scripts
regular status messages
via R-GMA
(job status, system resources)
graphical Display of
system resources on the UI
detailed logfile

Markus Mechtel (BU Wuppertal) Job-centric Monitoring in gLite June 20th, 2007 8 / 19

User Interface
Resource Broker

Worker Node

RGMA

JEM client

Wrapper Client

job submit

Watchdog

RGMA producer

Script Wrapper

RGMA producer

Watchdog Client



Watchdog

monitors system resources

free RAM
free disk space
network traffic
processor load

Daten published regularly
via R-GMA

graphical Display
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Watchdog

trend display of system resources
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Script Wrapper

stepwise execution
→ backtrace of commands in case of errors

known-critical commands may be modified/hardened

Data published regularly
via R-GMA

supported languages:

Bash
Python

modules for additional
languages can be easily added
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Bash Wrapper

operation principle

Parser identifies commands in script

Wrapper starts isolated shell

Wrapper starts modified script

modified script sends
single command
to subshell

Execution shell
runs command

Wrapper monitors
and logs results
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Python Wrapper

Python provides mechanisms for monitoring Python commands

operation principle

read environment variables from execution shell
monitor execution of Python script
write back (modified) environment variables to execution shell
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Job Execution Monitor

monitors system resources

monitors execution of script files

reports status via R-GMA

much additional information about job execution

information used by expert system
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Expert system

helps finding and fixing job failures and error conditons

Architicture:

client-server architecture

CLIPS expert system shell
as backend

client-server connection
via socket

many client interfaces
possible

command line
web interface
. . .
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Expert system

sources of data

R-GMA

data retrieval takes time
data continuously fed in
often not accessible

Service Availability Monitor (SAM)

central database at CERN
data queried when needed
access restricted
to known IP addresses

CLIPS rules combine information
from different sources
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Summary

reached goals

stepwise execution of Bash- und Python-scripts

Wrapper for additional Languages may be easily added

Backtracing of errors is possible

monitoring of system resources on worker node

a lot of additional information about job execution

integration into GANGA with athena jobs

prototype of expert system

JEM download at

http://www.grid.uni-wuppertal.de/jem

Markus Mechtel (BU Wuppertal) Job-centric Monitoring in gLite June 20th, 2007 17 / 19

http://www.grid.uni-wuppertal.de/jms


Outlook

Job Execution Monitor

complete Bash syntax

integrate into existing monitoring tools
(Ganga, gLite, . . . )

Expert system

definition of rules

classification of job failures

looking for additional sources of data

Markus Mechtel (BU Wuppertal) Job-centric Monitoring in gLite June 20th, 2007 18 / 19



Thanks for your attention


	Motivation
	Solution: Job Execution Monitor
	Strukture
	Watchdog
	Script Wrapper

	Expert system
	Summary
	Outlook

