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The Cherenkov Telescope Array Observatory
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Huge enhancement with respect to previous installations
— Sensitivity, energy range, resolution, field of view
Open observatory

— With 2 installations and more than 100 telescopes

— ESO/Chile (Paranal) and Spain (La Palma)

— Public call for observation proposals

Many telescopes, 3 types
= te_chnical challenge

Several Petabyte of data expected every year

A consortium with 30 Countries 200 Institutes, 1500 Members |
— Including the vast majority of the experts from existing experiments |
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CTAO: a data driven observatory ( cta




CTAO at Paranal & La Palma
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CTAO at Paranal & La Palma (ll)
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Primary Y

7 -ray enters the
atmosphere

How will CTA
detect light?

Electromagnetic cascade

10 nanosecond snapshot
0.1 km? “light pool”, a few photons per m?.



CTA Observatory Operations

An Open Observatory / User Facility
— For the first time in this waveband
— Annual AoO, TAC ranking, long-term schedule
— Proposal preparation support, tracking, helpdesk, ...
— Public science data archive — After proprietary period
Two Telescope Arrays & HQ & SDMC - one Observatory
— Inter-site coordination
— Uniform approach to science operations
Main Challenges

— Sub-array operation, wide field of view, instrument response
generation, background modelling, rapid alert generation and
response, data volume, science operations during construction

A Software Instrument
— Software plays a critical role in all steps of the Observatory

CTAO Computing and Data | I. Oya 8



CTA Observatory Operations - Commitment ( Cta

« “Data” is the final product of CTAO
— Everything else is “just support to get data”

« Operating CTA as an Observatory impacts many areas
— Provider - Customer relationship
« CTAO = Supplier, Science User = Customer
— “Observatory” means “Commitment” ‘\
« To deliver data of defined scope, quality and within time ‘
« To treat science users equally and fair O/

* To keep the observatory at the forefront of state-of-the-art
research

« To keep our services up and running 24/7/365
— 30 years life time

 Significant maintenance effort
— Limited operations budget

« Build, operate and maintain simple and robust CTAO
system

(L
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Dynamic Other
Scheduling & N Observatories
Telescope Control

Observation Planning

T
!
N/

Outside World

1 million GB
~1000 PB/year
I

Real-Time
Data Acquisition | _> Analysis &
& Reduction Next-Day Data

T Processing
I

; Final Data Science
On-Site Storage | - - - - RPRALINEENE — — ~ -> Data Archive |~~~ -> o ~7 PB/year —>

Processing Data Archive
& Simulations

Users
(Scientists)

User
Support

Data Processing and Science User
Preservation Support

Observation Execution




Science Operations - Implications ( cta

- Science Operations = Data processing + User
Support Services + Computing Facilities
Support

« Main elements for efficient and sustainable
science operations include:
— Observation planning and execution software
— Processing software
— Computing facilities and storage

— Expert people to run the software (e.g. MC
Simulations)

« Prepare and deliver science data to users
« User Support Services

CTAO Computing and Data | I. Oya 11



Science Operations - Implications ( cta

- Science Operations = Data processing + User

Support Services + Computing Facilities
Support

« Main elements for efficient and sustainable

science operations include
— Observation planning and execution softw
— Processing software
— Computing facilities and storage

— Expert people to run the software (e.g. MC
Simulations)

are|.

« Prepare and deliver science data to users
« User Support Services
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Call for Proposals

Proposal Handling

Science Portal, FAQ, Newsletter

Pl interactions, incl. science alerts

Provide tools for proposal preparation, data
analysis

Science planning

Data processing and data quality monitoring
Data archiving

MC simulations

Provide instrument response functions
Science Analysis tools

12




CTA Observatory and PI

Acquisition

Dynamic
. 4 Scheduling
\ Control and

/"

Realtime

CTAO Computing
o + SciOps team i

\ Simulations

T —
\ Final

Processing

Reprocessing

(cta

Science ops start and end with the PI...

... and the rest will be handled by the
CTAO Computing services (and the
operations team using it)
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CTAO Computing Challenges (1)

« Schedule observations
— up to 8 sub-arrays concurrently at each site
— optimize instrumentation usage
« Control and supervise
— handle 0(100) telescopes of several, quite different types
— 8 subarrays

« Provide a software-based central trigger

« Sub-nanosecond accuracy timestamping of events
« Control and supervise LIDARS, ceilometers, and other auxiliary instruments
« React on a few second timescales to internal and external science alerts

CTAO Computing and Data | I. Oya 14



CTAO Computing Challenges (II)

Reducing On-site Data Volume
— 1000 PB/y directly coming out from cameras (mostly noise)
— Impossible to transfer via internet link (see later)
Storing and Processing Big Science Data:
— PBs of data
— Distributed computing model
— Data volume is too big to separate storage from computing
Simulating CTA
— Development of extensive air showers
— Propagation of Cherenkov light

— Cherenkov photon ray-tracing through the telescope optics to camera

— Photosensors simulation and camera electronics
Huge, distributed, and diverse team of developers

— 100+ developers, different countries, from research institutions and SW developer companies,

senior SW engineers and students, ...

CTAO Computing and Data | I. Oya
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CTAO Computing Systems

(cta

Instruments main software systems Science
ACADA j DPPS j SUSS Users
(Array Control and Data (Data Processing and (Science User <}:(> @ o o
Acquisition) ':> Preservation System) :> Support System) .-.
"Central information hubs for coordination”
TOSS SOSS
\ (Technical Operations (Science Operations
&0(((\3 @ Support System) Support System)
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NPT ! o ; . ; ;
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Architecture

CTA Data
Centers

Collaborating Data
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The CTA Observatory System (Cta

Architecture

Architecture summarizes all decisions taken in the project, with views representing
the resulting system structures

Different layers: the whole CTAO System, and sub-systems
Different abstraction levels: e.g. functional, logical viewpoints
Includes everything: systems, stakeholders, processes, data, interfaces...

Model-based and B
S Overall Processes
el 2 e & Integrated Architecture

formal approach:
Sub-System

Overall Project

— SysML/UML notation

— Implemented in Sparx —
Enterprise Architect

@ENTE{RPRISE
ARCHITECT

Sub-System Requirements
Architecture

Sub Projects
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: Science User

Context of the
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The CTA System Structure

@ system
Collection of Systems

— Information Flow

Science Data and Tools
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Science operations and software systems ( cta

Dynamic
Scheduling
Observation Control and
Planning Acquisition

: - Realtime
Proposal ; . Processing
Handling C

Next-Day
Processing

Science Data

Preparation Processing

Process Flow

Reprocessing Status and Reporting
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Data Modelling

« Modelling the datais a_
fundamental prerequisite to:
— define how data will be

handled and preserved by
the CTAO computing systems

— specify the interfaces
between the systems
— to implement the software
systems
— identify the computing
infrastructure needs
« CTAO contains lot of different
types of data - data
modelling is a significant
effort

cta

example of raw archived data (DLO) Camera Event Data

DLO/Event/Telescope Part of DLO Model

Part of Observatory Metadata Model

Telescope DataStream

tel_id: uint16
sb_id: uint64 1

Instrument Configuration |

Telescope Configuration

obs_id: uint64
waveform_scale: float32
waveform_offset: float32
sb_creator_id: uint8

1
tel_id

+ o+ o+ o+ o+

Telescope Event

+ 4+ + + + + o+

event_id: uint64

tel_id: uint16

event_type: uint8

event_time: HiResTime Stamp

pixel_status: uint8 [num_pixels]

first_cell_id: uint32 [0.1](N]) {N =1 ifSST: 2120 if LST: 0 if other}
num_channels: uint8 {num_chan=1,or 2}
calibration_monitoring_id: uint64

I 1
pix_id|

PixelWaveform

+ pixel_id: uint64
+ waveform: uint16 (num_channels, num_samples])
+ pedestal_intensity: float32 [0..1]

CameraConfiguration

+ 4+ + ++ o+

tel_id: uint16

local_run_id: uint64

config_time: LowPrecisionTime
camera_config_id: uint64
pixel_id_map: uint16 [num_pixels]
module_id_map: uint16 [0..1] (num_modules])
num_pixels: uint64
num_channels: uint8
num_samples_nominal: uint16
num_samples_long: uint16
num_modules: uint16 [0..1]
sampling_frequency: uint16
calibration_algorithm_id: uint16
calibration_service_id: uint64
data_model_version: String

other
telescope
configuration

CTAO Computing and Data | I. Oya

21




Data Flow & Analysis Categories cta

« Three data product categories
— Cat A: at the sites, real time, robust,

generate internal science alerts,

SDMC & . .

Simulations Nodes online data quality

— Cat B: At the sites, offline (e.g. next
day), tailored version of “C" >
better calibration than Cat. A, ready
by next morning

CTA-North

Tele-
scopes PB/y

ool [T ot sience ‘_m —  Cat C: offsite, final analysis results
CTA-South LY Preparation Wlth maX|mum SGnSlth!ty, mUCh
T more computing (and time)
e required
scopes oy e - «  Strong data reduction
Pureel e — Reduced, from the photon-detector

data up to the data delivered to
non-expert science users

DLS (eience Quick-Look) — Seven data reduction levels > from
raw instrument data advanced
science data results and catalogues

CTAO Computing and Data | I. Oya 22



Data Flow - From the Cameras to the User ( Cta

- Reduction at the site
\e) !
20

Array of telescopes Limited

\$
\SO\) bandwidth I

Usable for users

i | -~ i ;- ReduStion/Processing * . ;
oo 1 SDM@&Nodes: - -

CTAO Computing

23
and Data | I. Oya

Computer clusters at mainland



Solving the Data Volume Problem (I)

Reduction at the site
| L] | L] | | L] | L] | L] |

Array of telescopes

. T T,TTTT-_-_—_—_—__—_—_—_—_—_—_—_—_—T—_—_—_—————— —
7
Vi Reduction at the sites \
\S
*3(09
.&e (2 Still need factor 10
‘(\ S\ reduction due to
N\ ; .
available bandwidth

Take into account
variations in data
volume
acquire/day of
the year...

T e 2t st (b

O oy (23141

Daily data transfer duration/ Day of the year

Time since Data Acquisition(days)

CTAO Computing and Data | I. Oya
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Limited
bandwidth

cta

Note: larger
bandwidths may
become eventually
available

24



Solving the Data Volume Problem (lI) ( cta

—— o o o o o o - -

——_l——ﬁ
q. 4

;“Redu on/Procesyng :
".:SDM Nodes. - .- .

o .

User

CTAO Computing and Data | I.
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Data Processing

Camera event

CT100 (NectarCam), event 0000087212 CT100 (NectarCam), event 0000010217 CT100 (NectarCam), event 0000010217 CT100 (NectarCam), event 0000010217

X postion () X postion (m)

CTAO Computing and Data




ACADA - Array Control and Data Acquisition

Legend
(J ACADA system
(O Other CTA System
O External System

Collaborating
Scientific
Facilities

Laser Traffic
Control System

—IPS
Array Control and Data Acquisition ! HW Configuration
P Settings Toss
|
P e Human Machine Interface < Array Alarm y Array ! !
At SDMC At the sites (local node) and offsite (HQ or SDMC) — — System Configuration !
I r T System I
' |
J—
Science User Data Processing Science Technical | | A Collect Alarms from ; '
Support System and Preservation Operations Operations ! | | many sources : |
System Support System | | Support System external {Science | s e Configuration is connected with all !
Alert Candidates} } 7‘ other ACADA sub-systems, }
. | | I | telescopes and aux. instruments. | Reports SDMC
L i [, S L ! \ (Suss)
ion ! !
| |
At the CTA Sites (CTA-N or CTA-S) ! !
! O
| internal {Science |
Array Control and Data ‘ Alert Candi dates}|
o R
Acquisition System Q ' ]
Mid-Term S0Ss
I B Schedul
/ [],,i,,u;) Science Alert [ }—O-———— [ [ S 5
| | |
Support m I | Data Quality}
Astronomer er) SystemHW | Check Results|
O Status| 1 |
[ Comm‘a nds } Environment }
°° i ; | scheduling A\ MonitoringDatafiles _ 1 Status !
[ i/ Block Comera i i i
Operator S d fvents 1V L ! }
] L= Data
Commands ittt ittt 77777777#;{] Processing
- and
Preservation
System
Array Calibration Telescope Integrated Array
Instruments and {*} Protection Infrastructure ) »
Environmental System Elements S .’;a:;?:{ Tsr,'ﬁgfr, ,,,,,, Auliary Instrument __
Monitoring System } } ! P ; Science Data } /‘,\ /‘4\
== == ' o ___ o ___ - | |
Commands T . ! | } | o
} | Trigger Timestamps N Commands [ Monitoring !
| T ! | N
| | | [ r
v L v 7 Voo
— }

Telescopes
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Data Processing and Preservation system ( cta

Inside each Pipeline System:

o DPPS Contains {Data, Calib, Sim, Qual} Pipe

— Pipelines
Example management

system technologies

OFTS @ GridFTP

* Process, calibrate,
simulate, quality -

— management systems
« Transfer, archive, -

Workload, Operations ﬁ%&g 9 \’C

eXtreme DataCloud

« Distributed system, made up of: ODIRAC -
— Data Processing and Preservation Nodes ¥ ewes

at multiple data centers (on- and. off-site) ODIRAC s
— central management software and interfaces at SDMC e
« Nosingle Node is responsible for all data processingor 7y
preservation ODlRAC -web
- Fault Tolerance + Expandability + Cost Minimization (but no full prototype)

CTAO Computing and Data | I. Oya 28



Data Centres and DPPS

CTA-S DPPN

Coordinated by DPPS Management Middleware

CTA

Grid DPPN

Grid DPPN

CTA Off-site
Private DPPNs

CTA Off-Site Data Centers|

Off-site GRID DPPNSs;|

Control,
Grid DPPN Monitoring,

. . . Software
I I I I distrib

CTAO Computing and Data | I. Oya

Science Data Management Center (SDMC)

<
DPPS
Data Quality Exploriation
Interface
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Science User Support System cta

e Support high-level science operations workflows of Doameraton
the CTAO  Science Portal )
* provide the Science Users with | .
Proposal Handling System

— the Observatory’s high-level data products,
— software products to analyse them, e
— means to request CTAO observations,

— and all services that support the interactions
between the CTAO and its users * Sclence Data Preparation and

Quality Monitoring Framework

~ Science Archive

« Simulated DLO Products
«DL1, DL2 Products

Science Alert
gt o User Support Systeme
Dbt
ey ACADA DPPS SUSS
ALK
e . .
Al Science Alert Handling
Y Array Control — =esss—) Data Processing =—————————> Science —_—
S > Cat B & Cat C
! RiData | & Data Acquisition (EVZ::’ ;’;’nd,.'tf:fng & Preservation L3 Products User Support CatA-C i \
- ' ori DL3-DL6 Products
Eeyizsga‘p:rs System Service) System (Event, ;\;x;:):tormg, System Sﬂigfe : Reporting System
Instruments
A
Science Alert Generation (Cat A) 3 O

DL3-DL5 Products



e2dnde (erg / (cm2
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10-11
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Energy [%V]

1D spectral analysis

Galactic Latitude

«  See: Getting started

..: support for two
. analysis workflows:
- e config-driven high-

10

3.0

level interface

e user library API
S

Source detection
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Manufacturing and construction approach -
ACADA example @

« About 50 people involved in 6 countries and 9 sub-teams
« Incremental and iterative development approach

Requirements Architecture/
(& Level C specs) High-level
analysis design

Planningﬁ E i Detailed design
Initial
Planning Deployment and
i l validation
Integration

and verification Implementation
And testing

CTAO Computing and Data | I. Oya 32



Incremental and Iterative Software
Development life-Cycle (SDLC)

* Incremental development:

\_}J
* Iterative development: o SN A

Source: Jeff Patton

https://jpattonassociates.com/dont know what i want/
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SDLC- ACADA example

Inside every ACADA release...

-

-
V4 \
\4 \
REQUIREMENTS . ”
ANALYSIS \
| System:
ARCHITECTURE } _
1
=1
[o]]
DETAILED DESIGN ce\.;% é;r; E' Subsystems:
. :
w
I:I
IMPLEMENTATION (!f g™\ £ Central Control
gl —~ 1
& TESTING L4 (k\ 2, .
. ‘ ] 1
INTEGRATION R ;
& VERIFICATION : %( ! A.’IZXJ?Z?
]
DEPLOYMENT I
& VALIDATION !
4
\ ,’
-

N -

Use case mini-release

Nominal SDLC steps SDLC steps

Requirements Analysis

List of use cases
for the release

.+ ~—>Selection of Next Use Case

Architecture / High-level L
Design v

l Implementation & Testing
i of use case features

Detailed Design

Implemented software

Use cases integration and unit tests

test specification

Integration & Verification

Implementation & Testing of Use Case

Integrated software
and test pipeline !

Use case mini-release done

v v
Integration & Verification T

Integrated software with all
release use cases realized, and '
all QA and Verification reports |

All mini-releases done

Deployment & Validation

v

ACADA release done
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Use-cases define features of the system cta

Short Term Scheduler and Transients Handler

« Each CTAO subsystems
has a list of use cases
that identifies its main
= features

* Inthe case of ACADA, we
have around 100 of these
i = features:
o £ - <zl "..m E — Acquire Camera data,
o A SR Execute Observation,

Astronomer
(from
Stakeholders)

Start-up System, etc.

A «External System»
External Systems::Collaborating
Scientific Facilities

CTAO Computing and Data | I. Oya
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Example of an ACADA use case

ACADA-UC-100-1.2 Perform One Night Program

Summary and Scope: ACADA receives the night program and generates the optimized schedule. The Operator
prepares the array for the Observations. When it is time ACADA starts to execute the scheduling Blocks as scheduled.
The Operator supervises the execution. When the execution of the last SB is finalized the Operator is informed and a
night report is generated.

PRE-CONDITION CONSTRAINT
Pre-Conditions:
ACADA is in Technical mode.
The Warmup procedure has been performed and ACADA is running and is in the operative status (ACADA-UC-150-1.1)
Telescopes and Auxiliaries are in the Initialized states
The Night Schedule has been generated and loaded.
STS has access to the status of the Telescopes and Auxiliaries from the RM (ACADA-UC-180-2.2)
STS has access to the weather information from the RM
No Scheduling blocks are in execution or in queue.

Trigger:
The operator determines that the shift for the Night Observation should start.

SCENARIOS
Basic Path. Main Scenario
1. The Operator commands the initialization of the array (ACADA-UC-150-2.1).
2. A soon as the initialization procedure is ended the STS checks for each SB the availability and operational states of the
involved telescopes (all "attached" telescopes are required to be in "Standby" operational state).
Alternate: 2a. Not every telescope belonging to the sub-array is in Standby state but the minimal configuration for the
observation is reached. Join back Main
Scenario at 3
Exception: 2a. The minimal telescope configuration for the execution of a scheduling block is not reached.
Join back Main Scenario at
3. STS checks (in parallel) the availability and operational states of the auxiliary instruments (all "attached" auxiliary
instruments are required to be in Standby operational state).
Alternate: 3a. Not every auxiliary device is available, but the minimal configuration is reached for the observation.
Join back Main Scenario at
Exception: 3a. The minimal auxiliary configuration for the scheduling block execution is not reached.
Join back Main Scenario at
4. The Operator asks CC via the HMI to switch to Science operational mode (ACADA-UC-200-2.1)
Alternate: 4a. The operational mode remains set to Technical. Join back Main scenario at
5. The Operator commands the Startup of the array (ACADA-UC-150-2.2)
6. As soon as the procedure is ended and the RM notifies the STS, the STS checks for the availability and operational state
of the telescopes (all "attached" telescopes are required to be in "Ready" operational state).
Alternate: 6a. Not every telescope belonging to the sub-array is in Ready state, but the minimal configuration is available fi
the observation. Join back Main Scenario at
Exception: 6a. The minimal telescope configuration for the execution of the scheduling block is not reached.
Join back Main Scenario at
7. The Operator is informed that the Array Elements arrived at the Ready state.
8. If'the resource availability has changed during the array start up procedure the STS updates the SBs execution list based
the availability of resources, execution time (start and stop), environmental conditions, laser traffic program and science
Alerts contained in the schedule (ACADA-UC-100-2.1).

More details omitted ...
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Using Gitlab for work organization (I) ( cta

« Use GitLab tickets with priority
« “Main” Tickets to follow-up the implementation

« Finalized merge-request with passed tests marks the
finalization of the task

Feature Branch Workflow

e Separate branches for feature development
e Merge back to master when feature ready
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Using Gitlab for work organization (11)

cta-computing acada array-control-and-data-acquisition Merge requests 1742
5 of 5 checklist items completed

STS Deactivate cancellSB callback
UC130-3.1 Validate Science Alert and Request an z

Observation 3% Open Ramon Vallés requested to merge sts-deactivate-cb [} into master 1day ago
This is the parent ticket for UC 130-3.1 Validate Science Alert and Request an Observation (REL1.1.8 ). Overview 1 Commits 1 Pipelines 1 Changes 1
Tasks:
1. & Define tests and verification scenarios Issue #722
2. M Update RV Document (depends on 1.) ! * This MR will deactivate the STS custom callback and use the ACS default one until internal bug is patched.

8 Sync branch _rel1_ucl.8 with current master * This MR should solve the segFault in the SB cancel operation.
* STS Custom Callbacks can be verified (when fixed) at level-C

w

IS

. @ Implement test

~f
. @ Merge _rel_ucl.8 to master &0 N 0 @

o

Edited 4 months ago by

=0 $o @ Pipeline #20885 passed for 3eb9c72e on sts-deactivate-cb 1 day ago

| &, Drag your designs here or click to upload.
I

8v Approval is optional @
Tasks @ 0 Add v ~

No tasks are currently assigned. Use tasks to break down this issue into smaller parts.

Ready to merge!
Linked items [ 7 Add A ° Y 9

© Broken communication with STS

#550 [

© tests wait forever

X
#541 OREL1sett [ Merge

© SB verification with python

Delete source branch ] Squash commits @ () Edit commit message

1 commit and 1 merge commit will be added to master. - Mentions issue #722
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Testing and Quality assurance - ACADA

«  Every use-case/requirement has its own test(s) e+ Static code analysis quality gates
« In addition, lower-level unit tests * Quick, nightly, and long test suites
«  Certain level of code test coverage must be « Using Jenkins and SonarQube instances

reached for every release

Start  Pipeline start  Start Docker stack Build icd/common  Start Simulators  Build ACADA Smoke Tests Test Manage output  Junitparser  End
- - % v Z - Q % %
Bulld ST & sagsci QEIED
ACADA UC < 55 ibs s
s Ppeine  Changes | Tets At O/ 83 B X — Mo B i @ Hospos e
d. 0 0
Branch: uchmienv(y @ 46m4Ss Changes by IftachSadeh fuld ] (] (]

Commit: 52b17¢8 ® bdaysago Branch indexing
2 central-control  QEIED

All tests are passing \e ¥ Bugs & Vunerabilties @ Hotspots Reviewed
y Q — @& —1 6 °Q
AN ic 5 tests for this pipeline are ((\
pas: Buldcc

27 central-control py @EIZI

—®) —
Passed - 5 Bulld hmi
ez # Bugs 8 Vuherabiltie jes. Q@ Hotspots Reviewed
B4 > test.T.UC.150 start ACS - tests.test. T_UC150_01( m13s 0® °Q 00% @
test T_UC_150 m 27 M0 —
Buld
test T_UC_150_014 kill_a 6 2 res manager-base (D
test T_UC_150_012. c & L ) J
# Bugs & Vunerabiites @ Hotspots Reviewed
test T_UC_150_013 acs_c RM_component: Bulld m
2 '@ -0
M@ —
Bulld s3g ¥ resource-manager-b: Y Faiied
# Bugs & Vuinerabiities Q@ Hotspots Reviewed
Bud @ 0 (]
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185 @
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® Code Smells

@

® Code Smells

245 Q)

@ Code Smels

Q

ar

provided by DESY in the CTAO Tests Cluster
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Software and hardware integration ( cta

Test and integrate before deploying
into the production environment

Getting hardware/production Oftsite ) Deploymert. Interface Integration
environme nt tl me IS never easy integration integration environment fests =

Travelling to the sites is expensive,
time consuming, and bad for the

H ontinuous ff- and on-site software integration

environment . Q‘;ﬁ;‘a‘ﬁcont °t .............. e
There are some things you may not ;" | v
be able to test easily with the | g | = o
instruments: = = z

— E.g. error and alarm conditions . ! g R
Rely on mock-ups and simulators . i
Using the CTAO SDMC test cluster at | \ Source Cose)
DESY B - | ;
We plan to test the ACADA release 1 \
with the first CTA telescope at La et

Palma this summer
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““Role of the CTAO ' |
Science Data

at Zeuthen

In charge of science operations and
malglng CTAO's science products
available to the worldwide community
Operate CTAO offsite science
operations and data management
software. In particular:

— Data Processing and Preservation
System (DPPS)

— Science User Support System (SUSS)
Maintain and support all

CTAO software

& J |
Management Centre | ! i | |
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CTAO SDMC - Now

8 CTAO staff already allocated at
the “Seevilla” building on campus

Other Computing Department
colleagues in remote

CTAO Software coordination




CTAO SDMC and DESY Interfaces (cta

« DESY is leading several ACADA subsystems

« DESY providing the GitLab, test cluster and other services to
CTAO

« DESY’'s datacentre is one of the four official CTAO Offsite data
centres.

« DESY is supporting DPPS, SUSS, Onsite-ICT, Clock system via:

— In-kind contributions
— Seconded roles

« 14 of us are ex-DESYers
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Conclusions and Outlook

« CTAO will work as an observatory P
— Service work & commitment
« CTAO requires well designed software systems in order to nsanage its
many telescopes and the data they will produce as a single efficient
system
— An architecture-driven solution is fundamental

¢ - Data modeling, Software frameworks, standard technologies and high-
performance solutions are required

.. Several PB/y raw data to be handled

~_##» 1 CTAO science operations will be managed by the SDMC at Zeuthen

“ =« [CTAO software in construction and first versions are being released
« " Will perform the first integration with a telescope on'summer 2023
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