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Data set
Total number : 21785Different classes : 10



Total number : 21785Different classes : 10
Data sets is not equally split to all classes
Most data sets: Smooth, completely roundLeast data sets: Disk, Edge-on, Rounded Bulge

Data set



Neural network
• Keras• Learning rate : 0.0003• batch_size : 10• epoch : 30• Algorithm : Adam• Loss : binary crossentropy• Metrics : accuracy
• Split data set• Train data : 4/5• Test data : 1/5

Image (height x width x channel) : 64 x 64 x 1
Convolution with 5 x 5 kernel + padding: 64 x 64 x 6
Pool with 2 x 2 average kernel + 2 stride: 32 x 32 x 6

ReLU

Convolution with 5 x 5 kernel + no padding: 28 x 28 x 15
Pool with 2 x 2 average kernel + 2 stride: 14 x 14 x 15

ReLU

Convolution with 5 x 5 kernel + padding: 14 x 14 x 7ReLU
Flatten
Dense 100
Dense 50

ReLU

Dense 10
ReLU
Softmax

Output



Neural network
• Number of training data: 17428
• Number of test data : 4357
• Accuracy : 0.738
• Loss : 0.296
• Networks works fine for test data with ahigh number of training data
• Network fails for low number of trainingdata



Disk, Edge-on, Boxy Bulge
• What makes this class stand out?• Lowest number of train images with only 17• Similar shape as Disk, Edge-on, Rounded Bulge

• How can this be addressed?• Optimise neural network by:• Equalise number of data sets per class in the training sets bycopying data sets• Rotate and mirror copied data sets to “create” new data sets



Training and Test data sets



Number of training data setsbefore and after optimisation



Neural network withmore training data
• Number of training data: 55649
• Number of test data : 4357
• Static learning rate
• Accuracy : 0.750
• Loss : 0.157
• loss: 0.0438 - accuracy: 0.9182 - val_loss: 0.1571 -val_accuracy: 0.7501



Performing imagesBest vs Worst

Reasons:
• Largest data set (Smooth)
• Sharp features (Edge-on, no bulge)

Reasons:
• Small data sets
• Classification of subclasses not precise forespecially for Disk, Face-on classes



Appendix



Neural network withmore training data
• Number of training data: 55649
• Number of test data : 4357
• Dynamic learning rate
• Accuracy : 0.725
• Loss : 0.395
• loss: 0.0137 - accuracy: 0.9818 - val_loss: 0.3953 -val_accuracy: 0.7246


