
The past and future of Data Preservation in HighEnergy Physics
Collider data ageing: the bottle and the cellar
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10 years ago…..
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Data collection accellerates
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Digital data are fragile
> Storage capacity is physically exceeded> Unattended/orpahned data vanishes quickly

In Blue Ribbon Task Force report
https://www.techtarget.com/searchdatamanagement/definition/big-dataVanish-ability?

https://www.techtarget.com/searchdatamanagement/definition/big-data
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Models of data preservation and acces
> Collaborations addressed this issue in a generic way

 e.g. Blue Ribbon, APA, DPC, eSciDir, RDA …

> Scientific Data was a major component of the ongoing efforts complexity/size/collaborative approaches

http://www.alliancepermanentaccess.euhttp://brtf.sdsc.edu

http://www.alliancepermanentaccess.eu/
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Where is your data?

Study over 516 ecology papers published between 1991 and 2011.
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Scientific Data
> Structured following a scientific plan> Diverse sources> Large and expensive projects Not easy to repeat> Contain unique knowledge, objective/subjective rigidity in thelong term « time stamped » « technology stamped » « common knowledge stamped » ….> Data Observatories SD usually contain more information than initially needed/intended less than possible, more than intended
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Exemple: HEP experiments in ± 10 ans
LHCLEPHERATevatron
BaBarBelleCLEO CBES IIIKLOE
RHICSPS

pp / ionseeeppp
eeeeeeeeee
pp / ionsFixedtarget

fb-1 ++0.9 fb-10.5 fb-110 fb-1
600 fb-11 ab-1 ++0.9 fb-1fb-1 ++1 fb-1 ++
Multi-expMulti-exp

2000 2010 2020

[not all programmes, dates are approximate, just to give the picture]

Les données sontuniques!

today



HEP Data
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Scientific potentialOutreach, Training, Education
Arxiv: 1205.4667
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What is “data”?
> The persistent confusion: "data" = an operating system files, i.e. bits on a memory support such as disks, tapesetc. This very superficial view, is useless for any running experiment and cannot exclusively apply to any usefulthinking on the long term data preservation.
> Data = “every digitally encoded information that was created as a resultof planning, running and exploiting an experiment” digital data files: raw and processed, control/configuration, meta-data resumingenvironmental parameters, operational data etc. software in all its forms (front-end, trigger, middleware, reconstruction, classificationinclude machine learning setups, high-level analysis, visualisation etc.) documentation files (internal/public notes, publications, manuals, workflows ) organisation and diffuse knowledge files (rules, minutes, meetings and slides, news,blogs, logbooks etc.)



Can HEP data “age”?
• The wine example (*)– Constituents– Bottle– Storage– Evolution (including “dumb phase”)
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(*) l'abus d'alcool est dangereux pour la santéà consommer avec modérationalcohol abuse is dangerous for your health andshould be consumed in moderation
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What is “preservation”?
> Not: a freezer, a herbarium, a museum, an album etc. … and not a cellar And certainly not a “save it on tape, we will download it later if needed”
> Preservation: the process of transforming a "high intensity/ rapidly changing " computingsystem into a "low intensity / slowly evolving" computing system with conserving thecapacity of extracting new science from the "data" (within its definition of above). ensure physical existence of data from a digital point of view (see data definition above, all this has to bephysically saved and secured at long term - and that includes software, of course) - note that this is the simplestand basically solved aspect of DP in HEP. as an obvious (and relatively easy to solve) aspect of the previous item: identify and provide computing andstorage resources. ensure the functionality of the whole system, identify the potential risks and take appropriate measures astechnology and community evolve. The level of complexity differ for the various aspects of the data. The simplestexamples include the digital files, the documentation etc. that need only storage and access, i.e. rather standardoperations independent of the experiment complexity in general. In contrast, specific experimental software anddatabases are much more difficult to keep functional across technological changes (hardware, operating systemsetc.). define and identify the human resources related to the research plan oversight and manage the collaborative work and manage the preserved data analysis activity according to theDP design. define and implement the policies for data usage, including opening the access to data to new collaboratorsand/or releasing the data to larger (not identified apriori) communities. observe and update the physics case of the preserved data. It should be noted that the technical solutions andthe necessary choices on the information to be dismissed while designing a long term preservation system shoulddecouple as much as possible from the epoch-related physics case. Indeed, the door should remain open forunexpected analyses (see below discussion on preservation levels).



DPHEP Study Group (2009)
• An urgent and vigorous action is needed to ensure datapreservation in HEP– Examples for the physics case explored– Data is rich and can be further exploited in most cases beyond thecollaboration lifetime• The preservation of the full analysis capability of experiments isrecommended, including the preservation of reconstruction andsimulation software• An interface to the experiment know-how should be introduced:data archivist position in the computing centres• The preservation of HEP data requires a synergic action:collaborations, laboratories and funding agencies• An International Data Preservation Forum is proposed as areference organisation. The Forum should representexperimental collaborations, laboratories and computing centres

> arXiv:0912.0255



DPHEP Blueprint May 2012
• Full status report of the activities of the DPHEP study group,including:– An expanded description of the physics case– Defining and establishing data preservation principles– Updates from the experiments and joint projects– FTE estimates for these and future projects– Next steps to establish fully DPHEP in the field

arXiv:1205.4667

Priority 1:
Local Action inexperiments,laboratories

Data preparation:1-3 FTE/expt/2-3 years
Data archivists: 0.5-1 FTE /lab

Priority 2:
Internationalorganization

Project Manager: 1 FTE
Technical support: 0.2 FTE
Contributions from Labs: 0.2/lab
(data archivists)

Priority 3:
Transverse Projects
(examples considered)

Project leaders: 1-2 FTE’s/projects
+ contributions from involvedexperiments 0.2 FTEs/expt.



2012: Study Group Collaboration
> October, 2012: CERN endorsesthe blueprint and appoints theDPHEP Project Manager (JamieShiers)> Retain the basic structure ofthe Study Group, with links tothe host experiments, labs,funding agencies, ICFA

16



The DPHEPCollaboration• Collaboration Agreement was signed in 2014– Give a clear sign of the will of labs to collaborate inthis common challenge
• Members:– 2014: CERN, DESY, HIP, IHEP, IN2P3, KEK, MPP• 2015 IPP/Canada , 2017 UK/STFC– Active labs from US, Italy• have not formally joined, but are represented in theCollaboration Board.
• The DPHEP collaboration continue to act as anICFA panel, as indicated in the CollaborationAgreement– About 60 contact persons FA, Labs, experiments
• DPHEP Activity– Global reports 2009(whitepaper), 2012 (blueprint),2015, 2017 (global reports)– Collaboration meetings: 2015, 2017, 2021– Remote panel discussion March 2nd 2021– Reports to ICFA 2021 and 2022
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The DPHEP 2020 Vision
• The “vision” for DPHEP – first presented to ICFA in February 2013 – aconsists of the following key points:– By 2020, all archived data – e.g. that described in DPHEP Blueprint, includingLHC data – should be easily findable and fully usable by the designatedcommunities with clear (Open) access policies and possibilities to annotatefurther– Best practices, tools and services should be well run-in, fully documented andsustainable; built in common with other disciplines, based on standards– There should be a DPHEP portal, through which data / tools accessed– Clear targets & metrics to measure the above should be agreed betweenFunding Agencies, Service Providers and the Experiments (Collaborations).– Although there is clearly much work still to be done, this vision looks bothachievable and the timescale for realizing it has been significantly reducedthrough interactions with other (non-HEP) projects and communities.
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DPHEP recent activities
• Remote discussion March 2021• ICFA Mandate prolongued 2021-2024• 3rd Collaboration meeting(remote) June 21-23, 2021– https://indico.cern.ch/event/1043155/timetable/– 22 contributions: experiments,dedicated projects
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• A decade perspective– The 2009 recommendations were crucial and are still valid:• address DP asap through dedicated projects• make it global via DPHEP• develop technologies

https://indico.cern.ch/event/1043155/timetable/
https://indico.cern.ch/event/1043155/timetable/
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Source: inspirehep.net
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Data Preservation projects labs: recent update
• @DESY: H1 (migration) and ZEUS (encapsulation) in great shape– successful transitions to the DP systems, publication plans continues and includes O(10) papers– objective: alive by 2030; New institutes joining (synergy with EIC)• @CERN: strong LHC activity, LEP data/sw refreshed, OD/OS standards/technologies, DPHEP portal– Need for the continuation of the central management support• @MPI: multi-experiment framework explored (JADE, HERA, OPAL)– JADE on a desktop
• @KEK: BELLE I data readable in Belle II framework ;– objective maintain Belle I data by 2023 (when the precision will be exceeded by the new data)• @IHEP/BES3: The experiment is expected to stop data taking by 2022– Data to be preserved for 15 years– Strong support to DP national and international activities expressed• @BNL/JLAB: DP activity ongoing (ATLAS, EIC), discussed with NPC• @Babar: LTDA supported analysis since 2012. SLAC support ended in February. Data almostentirely copied to CERN/GridKa.– Data saved at CERN/GridKa: ~ 1.2 PB+ 0.5 PB ( ongoing), Minimal user infrastructure for ongoing analysesand documentation hosted at U. of Victoria.• @FNAL: (indirect news this time) transition to a DP system for both CDF (CDFDP) and D0 (R2DP)– Data stored/saved @FNAL+Italy, 500th paper from D0 in 2021
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JADE
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Data Preservationmodel circa 1980-ies 2021



LEP
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Babar today
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But: SLAC LTDA decommissioned, moving to U. Victoria/CERN/CC-IN2P3/Grid-KaOpen Data decided

T. Cartaro



HERA: succesful DP, towards opendata• H1: “Level 4” DPHEP strategy– All data, full migration, includingregular recompilation/validation– Recent “technology jump” succesfull :in line with modern tools• “LHC”-like tools, ready for opendata
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• ZEUS : “Level 3/4” DPHEPstrategy– Root ntuples produced in thepreparatory phase– easy to maintain/use/test/open

– New topics/collaborators (EIC) HERA EIC



HERA EIC
• Scientists today have a renewedinterest in HERA’s particleexperiments, as they hope to usethe data – and more precisecomputer simulations informedby tools like OmniFold – to aid inthe analysis of results fromfuture electron-protonexperiments, such as at theDepartment of Energy’s next-generation Electron-Ion Collider(EIC). `• The EIC – to be built atBrookhaven National Laboratoryin partnership with ThomasJefferson National AcceleratorFacility – will be a powerful andversatile new machine capable ofcolliding high-energy beams ofpolarized electrons with a widerange of ions (or charged atoms)across many energies, includingpolarized protons and somepolarized ions.

26https://newscenter.lbl.gov/2022/10/25/solving-the-proton-puzzle/

https://www.bnl.gov/eic/
https://www.bnl.gov/eic/
https://newscenter.lbl.gov/2022/10/25/solving-the-proton-puzzle/


LHC Data Preservation
• Data Preservation and Open Access policies (alreadysince 2012-2014)– DP is a « specification » included in the computing modelsand plans for upgrades– HEP Software Foundation Roadmap• Strong initiative on Open Data and Open Sciencepolicy• Concrete implementation and technology-orientedsurvey– Very active multi-experiment projects– data re-use, réanalysis, réinterpretation, outreach etc.• OpenData, Analysis Preservation, REANA…
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arXiv:1712.06982

Other experiments expressed clear intention to join : LEP, JADE, H1/ZEUS, BaBar (HR is an issue)

2017 2021

https://www.nature.com/articles/s41567-018-0342-2
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Towards more standards
CERNVM: the “freezer”
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CERN Analysis Preservation and Reusable Analyses

• CAP : preserve analysis– http://analysispreservation.cern.ch/
• REANA : improveworkflow– Run research dataanalyses oncontainerised computeclouds– http://reana.io/
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http://analysispreservation.cern.ch/
http://analysispreservation.cern.ch/
http://reana.io/


A word on FAIR
• The DPHEP objectives (2012) intrinsically comply with whathas became to be known as FAIR principles (2016)• Indeed, the data has to be– easy to find (F)– accessible (A)– and therefore -in a HEP collaborative context- (re)usable (R).– The interoperability (I), identified as one of the long term goalsten years ago, is becoming a built-in specification of the recentcomputing systems as well.• Concrete steps have been achieved, with a few examples given, with astrong incentive originating from the open science policy or withinstructural projects such as WLCG.• However, a clear strategy for a FAIR approach over theentire HEP field (including past, present and futureexperiments) is still to be defined.– DPHEP can certainly contribute to such a global approach
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Situation and trends• Significant/measurable impact of dedicated DPprojects @expts./labs– Production of high quality and unique scientificresults at very low (non-zero) cost• 10% output for less than 1% investment: ✓• Long term organisation proves to be productive– Signs of re-vigorating collaborations in the context ofnew projects• HERA-EIC; LEP-FCCee– Case for longer term preservation: data sets parking• CDF, D0, Babar, LEP, Jade : carefully follow the usability intime• LHC exps. very active in DP and Open Data/Science
• The (DP)HEP future is also considered– FCC, EIC : transfer of knowledge in DP fromLHC/oldies• And more is possible on:– Education, training, outreach….(via open data)• Global status report– Several remote editorial meetings– Quite advanced, to be released by Summer 2022
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HERA; 2022

H1; 2021



Business as … (not) usual
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https://twiki.cern.ch/twiki/bin/view/CMSPublic/CMSOfflineComputingResults

https://twiki.cern.ch/twiki/bin/view/CMSPublic/CMSOfflineComputingResults


Next steps• Objectives 2021-2024:– improve the awareness and stimulate improvements in Data Preservation• Scientific motivation, organisation, technologies, standards, outreach and education• Organise Workshops / issue Global Reports, link to other communities– reinforce and support the ongoing laboratory/experiment-based projects andtheir cooperation• keep alive data sets that (can) still produce science, keep track on parked data sets– support/develop the DP aspects for future experiments and encourage thetransfer of knowledge– encourage open data and open science as a way to preserve data and knowledge• Plans– Réinforce Laboratory and FA contacts– Release GR2022 and discuss it widely– DPHEP Workshop : September 2022• “Data Preservation for the future HEP+neutrinos”• CERN support needed: focal point of ongoing major experiments andcomputing standards• What would be the role of the future (EIC, FCC, etc.) experiments?
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BACKUP
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Big Scientific Data
> Scientific research observes a dramatic increase in data and arequestioning the long term future of this data

Telescope Collecting Area
BC72

E691E665

E791 E831
NA48

ALEPH

RHIC
JLAB

ATLAS/CMSLHC 2012
Babar
H1

BELLECDFD0

LHC Phase 1

LHC Phase 2

1980 1990 2000 2010 2020 2030 204010
100
1000
10000
100000
1000000
10000000
100000000
1000000000
10000000000
30000000000 HEP Data Mb



38

3rd DPHEP Collab. Meetinghttps://indico.cern.ch/event/1043155/

https://indico.cern.ch/event/1043155/
https://indico.cern.ch/event/1043155/
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Scientific Data: what is it?

> Publications> Documentation> Raw> Processed data> Meta-data> Workflows> Software (all branches)> Diffuse knowledge….more…
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DPHEP ressources for DP
• 2012 Blueprint
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BABAR Highlights and Press Releases

November 2017

Dataset:Y(4S): 433/fbY(3S): 30/fbY(2S): 14/fbOff resonance: 10%Y(1S) accessed viaY(2S,3S) → Y(1S) π+π–
June 2017

41

2018 status



BABAR needs Help! BABAR in Numbers
• BABAR data actively being analyzed and highimpact papers published (see slide 2). Expectthis to continue to at least through 2021.• SLAC management plans to stop hosting BABARcomputing in February 2020 at which time thetapes with data will be ejected.• DOE support ended in 2017, now running oninternational common funds (OCF).• Looking for possibility of support and longterm data preservation at– CERN,– GridKa (BABAR site for analysis and XRootDfederated dataset main redirector),– University of Victoria (BABAR site for analysis,documentation, and tools support).• BABAR lightweight VMs come with the latestsoftware release and xrootd client included,running under the most common virtualmachine players. Just add the data via theGridKa main XRootD redirector.

• 2PB of data on T10k-D tapes– raw, processed, Monte Carlo– Unique dataset at the Y(3S) resonance (noplan at the moment to run at the Y(3S) @Belle II)• Full environment enclosed in VMs (SL5,SL6)• ~1TB of documentation, repositories, anddataset information (DBs, cvs, wiki, html)– Internal documents archived on INSPIRE

• 574 papers, ~10 papers/year past 3 years• 231 members (semi-frozen author list)– Including PhD students in Canada, Germany,Israel, Italy, Russia, US– Associated theorists mine data to test newideas• ~20 analyses on track, ~10 more in thepipeline– Continue to have new analyses every yearincluding joint BABAR -Belle analyses• Students analyze BABAR data while workingon Belle II and other experiments inconstruction/commissioning phase
42

2018 status



HERA: succesful DP, towards opendata
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H1 DP

44



45



DPHEP timelines
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Preservation: where is the problem?


