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Dataset Exploration 
and the Class 5 Problem



Class 5 Problem

- Class 5 is dramatically 
underrepresented 



Our solutions

- Replicating class 5 images to increase 
its impact

- Data augmentation will prevent 
overfitting (random rotation and flip of 
images but no stretching)

- Increase batch size to have a higher 
possibility to actually see a Class 5



Neural Network Architecture



Which network have we used and how do we measure the 
performance?
Average accuracy among the 
classes -to rate the overall 
performance

Confusion matrix - to rate the 
performance of the individual classes

What we have tried:

- LeNet
- AlexNet
- Branching

Other possible approaches:

- ResNet [1]
- Assembles

[1] Ba Alawi, A. E., & Al-Roainy, A. A. (2021). Deep Residual Networks Model for Star-Galaxy 
Classification. 2021 https://doi.org/10.1109/icoten52080.2021.9493433



LeNet and AlexNet inspired architecture

- Dropout layers to reduce overfitting
- Optimizer: Adam
- Using L2 weight_decay option
- Kernel sizes matched to the feature sizes in the 

images 
- Convolution kernel sizes: 5 and 7



Network Training and Evaluation



No data augmentation (200 epochs, 2048 batch size)

- Overfitting!



No data augmentation (25 epochs, 2048 batch size)

- No overfitting. 66% accuracy on the test dataset with 75% accuracy on train dataset



With data augmentation (200 epochs, 2048 batch size)

- Best result: 78% accuracy on the test dataset with 78% accuracy on train dataset



Performance on the 
individual classes

- Excellent performance on classes with 
high statistics (1 & 2)

- Outstanding performance on class 5
- Worst performance on poorly 

represented classes with high similarity

Potential for improvement:

- Replicating the last three classes



Thank you for your attention!

Jupyter notebook available at: 

github.com/lrlunin/erum-datahub-challange-2023/tree/main


