
Milky Way
Challenge
Team Yellow - Josef, Tobias, Nitish, Stephanie, Aaron 
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Dataset Exploration
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How to tackle this problem?

Explore data

Compare 
features

Extract 
features

Define 
metrics

Rank best 
matching 
images

Simple CNN, 
Autoencoder 
etc.
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Data Exploration

● Evenly distributed classes → good for 

classification

● Classes:
○ Barred Spiral
○ Unbarred Tight Spiral
○ Unbarred Loose Spiral
○ Edge-on without Bulge
○ Edge-on with Bulge

● Preprocessed all images to 64x64x3        

→ values [0,1] by division by 255

similar classes

similar classes
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Target Image

● Target image is a barred Spiral

● large black edges / sparseness

● artists representation
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Metrics for Image Comparison

● find suitable metrics for 
image comparison

● several packages allow 
non-AI image 
comparison 
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Metrics for Image Comparison

MSE (Mean Squared Error):

● Measures the average squared difference between corresponding pixels of two images.
● Higher values indicate greater dissimilarity between images.

RMSE (Root Mean Squared Error):

● The square root of MSE.
● Provides a similar measure of pixel-wise dissimilarity but in the same units as the image data.
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Metrics for Image Comparison

UQI (Universal Quality Index):

● A quality metric that combines luminance, contrast, and structure information.
● Higher UQI values indicate better image quality.

ERGAS (Normalized Global Relative Error):

● Measures the relative error in the average spectral information of images.
● Often used in remote sensing applications.
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Metrics for Image Comparison

SCC (Structural Content Correlation):

● Evaluates the structural similarity between two images.
● Higher values indicate greater structural similarity

RASE (Relative Average Spectral Error):

● Quantifies the spectral distortion between two images.
● Useful for assessing spectral image quality.
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Metrics for Image Comparison

SAM (Spectral Angle Mapper):

● Measures the spectral similarity between pixels in two hyperspectral images.
● Computes the angle between spectral vectors.
● Lower angles indicate greater similarity.

VIFP (Visual Information Fidelity for Perception):

● A perceptual image quality metric.
● Reflects the degradation of visual information in an image.
● Higher VIFP values indicate better image quality.
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Cosine Similarity Metric

used to compare the similarity between two vectors in a multi-dimensional space.

Cosine Similarity(A, B) = (A · B) / (||A|| * ||B||)
A and B are the vectors = images, (A · B) = dot product, ||A|| and ||B|| = norms of the vectors

Interpretation:
● Cosine similarity produces values between -1 and 1.
● A similarity score of 1 indicates that two vectors are identical.
● A score of -1 indicates complete dissimilarity.
● 0 suggests no similarity.

11

Metrics for Image Comparison



Classifier CNN Architecture + Results
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Convolutional Classification Network

● 4 Blocks Conv 2D + 
MaxPooling (2,2)

○ decreasing Filter Size 
(256, 128, 64, 32)

○ ReLU Activation
○ L2 regularization 

● 2 Dense Blocks
○ Nodes (128, 5)
○ ReLU and Softmax for 

Output
● Milky way classified as 

Barred Spiral
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Convolutional Classification Network

Idea: Use output vector as latent space 
representation
-> Calc absolute Error between the Target 
Image and all others

Absolute Error 
(Image/Target Image)

Take the 3 images with the 
smallest absolute error 
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Feature Extraction using 
CNN-MLP-Classifier
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Feature Extraction using CNN-MLP-Classifier

Use simple CNN to extract image features:

● last conv. layer = feature extractor
● apply suitable metric
● rank images according to metric

Metric: Cosine Similarities
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Feature Extraction using CNN-MLP-Classifier
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Feature Extraction using CNN-MLP-Classifier
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Other metrics might more efficient.



Feature Extraction using 
Autoencoder
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Autoencoder Structure
● Encoder:

○ 4 blocks Conv2D + Max Pooling (2,2)
○ decreasing filter size (64,32,16,8)
○ ReLU
○ Latent space (4,4,8)

● Decoder:
○ 4 blocks Conv2D + Upsampling2D (2,2)
○ increasing filter size (8,16,32,64)
○ ReLU
○ Last Conv2D with 3 Filters (RBG) + 

Sigmoid
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Training loss and selecting the most similar image

● Loss: MSE

● How to get the most similar images: 
check for cosine similarity between the 
target and the other images in the (4,4,8) 
latent space.

● Select the images with cosine similarity 
greater than 0.9875.
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Most similar images

Target image Closest Images (cosine similarity > 0.9875)
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Bonus Task: Generated Images

● Encode target 
Image to obtain 
features

● add noise to the 
features

● decode new 
features
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Thank you for your attention!

24


