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@ Least squares fits are a workhorse in data analysis
@ In its most simple form: fitting to data y; + o; measured at

positions x; known model f(x;; &) depending on fit parameters &,

by minimising

@ Ideal tool if measurements have known gaussian uncertainties
@ HEP Examples: Track fits, s+b fits to binned mass distributions
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(not optimal tool!) and combining data
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What is the maximum number of fit parameters that
have been fitted with Least Squares in HEP (and in
which application)?
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@ Combining measurements
@ \? as a measure of goodness-of-fit

@ Linear and non-linear fits (straight
line, circle, mass peak fit)

Fit of mass spactrum with p2+g (option 1)
7

Entries
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x< fit - Heuristic motivation

E
< Det1 Det2 Det3 Det4
T @ n-measurements y; + o;
s at fixed x;
ul " @ Model: y = f(x, a) here:
, y = ax
I # @ How to determine a?
o = |dea: for correct a one
o expects: |y; — f(x;, a)| < i
X (cm)
. (yi — f(x;, )
Min. x = *——2=22 turns out to be good & practical method!
g
i=1 i
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x< fit - Minimisation

Task: find Minimum w.r.t a

2 zn: (yi — f(x;, @)

AC oy 3 i flxa) dilx-a

daj,_s P o2 da
In general not analytically solvable = use iterative (numerical)
methods (MINUIT, Mathematica) J
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Fit of a constant function (no x dependence)

Det 1

Det 2

Det 3

@ Determine vertical position of
horizontally flying particle

@ Averaging of n measurements
Yitoi
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Fit of a constant function (one measurement)

g L Det 1
=
o | @ “Ildiot example” of single
o |- measurement y; + oy
2
T 2_(1—a)
X 2
02 01
0.3 — dX2
Minx?: —==0
R Y da
X (cm) — Estimated value: a=y;

— Error propagation: o3 = o4
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Fit of a constant function (one measurement)

_ 32 32
Likelihood L ~ exp [— (2 f) ] with 2 — (2= 2
20 s

= L~ e X/2and y2 = —2In(L)

Max. L = Min. x2 (holds for fitting to measurements with known gaussian uncertainties) J

. 2 i 1 1 d2X2 204 2/
Retrieve 0% from : 3= 2 0 |as or from x<(a+ o3) — x°(a) = 1

a
| 2 : lo > Note: These are the two standard
: / error determination methods for x? fits!
For generalised %> = —2In(L), the
second method is more reliable for
non-gaussian L, why?
= .
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Fit of a constant function - n measurements

Likelihood for observed measurements y; as function of true value a:

n _Ui—a? _1yh e ,
L(y1, Yo, .nyal@) < [[e *F =e °H o =e %
i=1
ol |/
0 /

HATE o 2
o / /| @ x2is sum of individual x2 = Y=2"
i /i . I 7i

R\ /B @ The sum of parabolas is another
R parabola

BN /// @ Averaging can be done graphically!
0.5 X‘l’ \//

0 2 1.5 -1y1 -0.5 yl]2 0.5 1 15 a 2
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Fit of a constant function - many measurements

Expand x? around its minimum at &:

2 2.2
2 2/ X PN 1d X AND
=\%(8) + —=— a— — a-a

X (2) da|a:a( )+2 d82|aé( )
-0
1 d?y? "Hesse matrix’

=@ +H-(a—a)P® withH=

2 da? |aa (for one par. a number)

_X*@ 1 (32

= L(y1, Yo, ... ynla@) x € 2 . e 2H(@-9)
Fit consistency  Parameter info

= Latter term can be interpreted as Bayesian posterior density for true
a, using flat prior: Gaussian with center & and width o = H=1/2 J

Olaf Behnke Least Squares Fits DESY, March 13, 2023 11/41



Averaging several measurements
: 2
2

n measurements y; & o; :

4= [—
2
i— L7 ] = LC
n

1 1d%y? 1

2 2 A2 2
0% 2 da — 0}
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Role of Hesse matrix - illustrated for weighted average

1 d2y2 ”1

S - A
i ﬂ

H is “counting the Fisher mformatlon from the measurements
Finally 0% = cov(&) = H™'
Note: all this holds also for LSQ fits with many parameters

H “grows”
with each
measurement
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Averaging - reformulated

n
Single measurements contribute with weight G; = —; Gs .= >_ Gj;

1
2
g

n AN 2 n 2
da Gi 1 1 1
i=2\g) "=2la) Tmg Lo G S 1/02
i=1

= Least square fitting is a clever mapping of measurements to
fit-parameters and applying error propagation!
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Averaging - battle of weight schemes

Generalised averaging result
1 n n
a=-> Gy with Gs:=) G
S = i=1

n AN 2 n 2
da Gi
2 2 : 2 § : 2
K <_dy,> T <G;> i

i=1 i=1

Average yy =12+ 1andy, =8+3
QG=1 =a=10,; o3~16
Q Gi=1/0'i:>é:11.1; oy~ 1.05

Q G=1/02=2=116; 03~ 0.95

Least squares wins |
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Graphical averaging of two measurements -

Exercise

All input measurements have uncertainty o = 1
Shown are x? curves for two measurements and their sum (red)

Case1:y1 =-1,)2=1

20
1 “ .'::
b5\ /
12 \ / i
10 "‘v.‘ .,":
8 B A
A /
6
4
2
0-4 -3 -2 - -1 - 0 = 1 = 2 3 4

/

-3

2

-1 0 1 2 3 4

Case2: y1=-2, =2
A

@ How do the LSQ results for a and o differ for the two cases?
@ Homework: proof that in general 2,

where o4 and o, denote the y; and y» unc.
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Consistency of measurements

Recall Likelihood decomposition for averaging n measurements:

2/
_x(@ _1H(a3—g)2
= L(y1,Y2,..., ¥nla@) e 2 . e 2M(a-9

Fit consistency Parameter info

Now lets have a closer look at the first term

Olaf Behnke Least Squares Fits DESY, March 13, 2023 17 /41



Consistency of measurements

Example: Two measurements y; + o4 and yo + oo

true value ais known, are the measurements consistent with a?:
n

2 (vi—a)
=2 102
i i

Reasonable xz Bad Xz

r o
i i

X2:2 X2:8

= x? is a measure of consistency
But how should x? be distributed?
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x~ for two measurements and known true value a

Expected density for (y1, y2)
(simple case a=0;01 =00 =1):

f(y1,ys) oc e Vi/2eVel2 = g1/2 = g=x*/2

Probability to find value between r and r + dr

= enhanced by space factor 27r \) -
Finally

z=1r2: 5 f(z)dz = K(r )g;d - %e‘z/zdz

— introduces y2-distribution for z = x2 and two dimensions (ndf=2):
f(Z 2) 1 —2/2
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x“ function for n degrees of freedom

— maps the x2 in n dimensions into probability density for x?

1

2\n/2—1  —x2/2
Rz (e

f(x?.n) =

with T (n/2) = / dt e~ 1"/2-1
0

o s distribution__] Properties:

045 fooo f(x2, n)dx? =1
0.4

035 <X2> =n

03

V(x?) = 2n; o(x®) = v2n

0.2!

a

0.

I\

0 2 4 6 8 10 12 14

LS

U A Rt ALY AR LARAN AR LS
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x“ function for various n

) distribution

Olaf Behnke

x?2 distr.

x?/n distr.




f(x*,2) = je /2

p-value = [ f(x2,2)dl\2
X2

0.3

Probability to observe for repeated experiments
a x? greater or equal than the current one

is a common measure for consistency

Here p-value = TMath :: Prob(3,2) = 22%

02 -

0.1 -

]
012345678910111213141516171819%0

X

Question: Is a x?/ndf = 1.2 showing reasonable consistency?

0
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World averages

Expl

Exp2

Exp3

Expd

Exps

2083041 042 2043

Expl

Exp2

Exp3

Expd

Exps

L L L L L L
204 204.1 2042 2043 2044 2045 204.6

M, [GeV]
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L L L L L L L
204 204.1 2042 2043 2044 2045 204.6

M, [GeV]

X2, = 10.8, Ngor = 4
p-value of X2, = 0.029

Taking out Experiment 5:
X2, = 1.7, Ngor = 3, p-value = 0.64
“Outlier rejection”, is this allowed?

Scaling all errors by s = /X2, /Nor = 1.64

X2 = Ngot = 4, p-value = 0.4

Standard procedure by Particle Data group
— “destroying” the hard work of many
experimentalists, but what can one do?
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Fits with problems: Outliers

Toy simulations of p0 “track fits” through 10 data points

No outliers Random 10% outl.

=) —

Exemplary fit

x? distribution for
2000 fits

TMath :: Prob(x?,9)
distribution

s 288888282 |3

= 2 and its p-value value highly sensitive to outliers!
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Most general LSQ fit case

@ y;, y; correlated measurement with cov. Vj
@ Use vectors
}_/’t = (.y17.y27 ~~7Yn) and f(é’)ll = (f(X1 )7 f(X2)7 (] f(Xn)
o m fit-parameters a
2 = -f@Nrv-1y - 1)
n

= 2 0= O @)V~ Fg. )
ij=
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Example averaging two correlated measurements

Y1,)2

Measure vertical track position in two detector layers with global
position uncertainty:

e

¥, = 0.03+:0.01

oo 2 2 2
WL ¥,=-0.01+-0.01 vV < 0.01° + T corr T corr )

- 2 2, 2
Ocorr 0.01% + 050

I I
2 3 4

» X (cm)

Min. x? solution: @ = 0.01 & 1/ 0. %1 + 02,
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Linear LSQ fits

= (7-A3' V' (7~ Ad) J

2
Linear model y : = A&, Ais called design matrix

]
Example constant: y =ay; — a=(ay); A= ( .. )
1

Example parabola: y = ag + a1 x + apx?

1 x5 X2
— ét = (30,31,32); A= .

1 Xxp X2

In general: A = A(X), but no dependence on a
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Examples for linear least squares fits

8 r 7 8 r
6 6 F
L —— N [
4 [———p— t 4 F
2 ;’Konstante y=0a0 2 }
Y T N A I B o i1, Gerodeyso0 kol x
0 1 2 3 4 5 0 1 2 3 4 5
10 ¢ T 10 ¢
8 & Bt 8 F
6 6 F
4 ;— 4 =
2 F =~ 2P _
£ Porabel X—ao-v-u1‘)<-¢-c|2)(z :Pulyncrm y—‘00+?1 X+T' an X'
o bt YRR Py Sfhvila AP bl A i
0 2 4 6 0 2 4 6 8 10
100 F
75 B
50 F
25 E
ok
0
@ Function can be highly non-linear in x ]
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Linear x~ fit solution

X2 = (V- Ad)'V (7 - Ad)

o2 A ty—1v ty—-143
Min.x* = —=0=-2AV 'y +2AV 'Aa
da
Normal equations:
E = (AlV-TA)1AtV- Ty

= HIAVT'Y  with H=(A'V'A) = 19X

Cov(d) = H-!

Powerful & simple linear algebra to solve fit! )
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Straight line fit

-~ 3 ;
£hdl  1.928/2

290

25| 4602236 N 2
15E 2 _ (Yi — 0o — X 01)

1E X = Z 2
0.5 = i=1 g

0F ~ ~
_0;? i | | ‘ ‘ = X2 = (}7 — AQ)T v-1 (}7 — Ae) 5

0 1 2 3 4 5

. p_ (6. (1 x . B a2 ) 0
with 6= (93) A_(i X}v>' V= <o ‘a’-’>
Solution with normal equations:

é’ — (ATV71A)—1ATV71}7‘:UZ(ATA)—1ﬁAT}7‘ — (ATA)—1AT}7
—1 * =1l
Sixi 2ixP 22 %iYi Nx Nx? Nxy
1 . .
1% AN 2 x\(v\_ , [(*y-xxy
x) ) #=\=x 1)\»g) "M\xy+x

Olaf Behnke Least Squares Fits DESY, March 13, 2023 30/ 41

* ok




Straight line fit - Fit parameter uncertainties

> 3 o T 07 p=-0913  (b)
2.3 £ prob 0,05+ 04124 0.6
E .05 = 0. . |
1 ? 3 Z, 0.46 +0.2236 05 F X* = Xiin + 1

04
0.5E F
0F 03F
'05 i 02 i 1 1 1 1 1 | | 1
-1E ! ! ! ! -0.6 -04-02 0 02 04 06 0.8
0 1 2 3 4 5 0
X 0

0= (5 )

@ Uncertainty of slope 61 ~ 1/+/ V[x] — lever arm matters!

@ Negative correlation coefficient p = \/VVO‘—V ==X = 0913
00 V11 X

< Raising 6y can be compensated by lowering 64
@ Fixing 6y to 0.05 = reduces 64 uncert. by factor /1 — p> = 0.4
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Non linear least squares fits (one parameter example)

R R

2
i=1 i

Now f(x;, a) depends non-linearly on a, examples:

f(x,a) = tan(ax), In(ax), aexp(—ax)

Find min. x2 by solving for g = dd—’f = 0 with Newton steps:

200 |-

g(am)

ami1 = am — iterationindex m ol
g'(am) i

In Appendix: example of a circle fit (transverse track trajectory)
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Highly non-linear mass peak fit, x = m = m,+ -

§ 607data + (3.)
Fitto observed eventcounts k; & 40F + + 4 , ! '
2 20f444, +++ LEATA +++ ++++++++¢+
f(m, M) = B+ S -exp | M’] oLy e "
2222426283 323436384
m, ., [GeV]
@ B known background allis
@ S: predicted Signal strength 8 60F qata+ fitcurve for =28 Gev 1 r=205  (b)
@ o: known detector resolution % 400 4 4 4 4t '
@ M: unknown mass of particle 28 + # N" # 7 Y .
Use Neyman—X2 that assumes 2 2 2 2 4 2 6 2 8 3 3 2 3 4 3 6 3G8V4
o, = vk and scan x2 vs M S : My [GeV]
> - 300} ©)
:Z,,[ki—ff(m;M)] ~ 200
bini K § 100F
~ 03755542628 3 32343638 4
M [GeV]
@ Many local x? minima, danger to get caught there
@ reasonable x? of 47 (ndof = 49) only at global X2, near J/¢) mass

Olaf Behnke
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Binned mass peak fit: Neyman y

@ Fit to event counts k; in bin i

@ Fit function f=g+p0;

fi = Joini f A

test

Entries 1100

60

50 ¢ input data

— fit
40

Mean 4.002
RMS 0.5451

Ns =105.41+ 12.00

Nb =857.52+20.94

is too small!

Neyman 2 estimator:
Assumes oy, = Vki

Bias:

S =Y ke
i i

Bins with k; < f; pull fit down, because assumed uncertainty o; = \/k; J
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Binned mass peak fit: Pearson y

test

enries 100\ | Pogrson y? estimator:

60? RMS ‘0.5451 Assumes oK = \/7/
50 ; ¢ inpu‘ data Ns =98.45+ 12.05

40; - Nb =1057.38 + 33.23 5 (fl _ kf)2
E x2/ndof = 181.7/98 = 1.85 X = Z f
=0 i /
L .

2 I M‘L { tﬁﬂ ut ) J b b H b 1as

+T+ ‘T‘+T+T‘+T+ ++\++T+ 3 ‘W’T WT +T i W‘ Z f— Z ki +x2/2

3234 36 38 4 ‘42‘44‘46‘48”5

Increasing f; in denominator of x2 terms decreases x?! |
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Binned mass peak fit: Poisson Likelihood

test
Entries 1100

man.  4002| POiSson based

so? 222 Jikelihood:

50? o input data Ns 10041+ 12,06 _f ki
40; —fit Nb =999.58 + 32.32 L= H e f’ /ki!
7 Kindof = 19,6198 =163 5(2 = —2In(L)

} No Bias:
Z f,= Z ki
i i

And the winner is Maximum Likelihood )
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Fit of mass spactrum with p2+g (option 1)
TR

Entries

S AR T NI o
_ L T T T TR T I o o0 180 0
[orven ] . ey Mass(uy) [GeV]

@ Least squares fit is an essential parameter estimation tool
@ I|deal for fits to measurements with known gaussian uncertainties

@ Min. x2 values provide important GOF-test
@ Many more LSQ fit applications than discussed today, e.g.:
o Alignment, fit with Millepede positions of ~40k CMS tracker
modules
o Kinematic constraint fits (see http:/www-library.desy.de/preparch/books/BloLoBuch.pdf)
) Unfoldlng of differential cross sections see https:/arxiv.orgiabs/1611.01927 and
https://indico.desy.de/indico/event/22731/session/5/contribution/24/material/slides/0.pdf
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Appendix
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Straight line fit - Post-fit trajectory and +1-sigma band

-~ 35 2 /ndf 1.928 /2
2.5 F | prob 03814
2 E (% 0.05+0.6124
E o, 0.46 + 0.2236
1.5F
1E
05F
0
-0.5E
_1»““1‘“‘1““1““1““
0 1 2 3 4 5

X
Central straight-line fit defines best position estimate y = 6y + 01 x
and two lines j + o, a 68% enclose central confidence region, with
oy from error propagation:

AW 8?)2 oy 0y
0= V — | V 2— — Vo1 =4/ W X2V 2xVo1 .
(7 \/(800) 00 + (801 11+ 905 90; 'O \/ 00 + X< Vi1 + 2xVo4

LSQ Straight line fit: Data y;(x;) = parameters 6y, 81 = Trajectory y(x) ]
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Circle fit, illustration of Newton steps

@ Fit the curvature « of a track flying through perpendicular

magnetic field ve
40 |
0.4 |
03 L M0 =1k NIhZ-x ]
}{  data points
~ 02
— «k¥=1.02
0.1}
0 . X ) ) ) 006 " 0|8 ) 1| . 1|2 . 14
0 0.10.20.3040.50.60.7 B PN
(@) x y :
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