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Why particle accelerators matter
Discovery Science
Particle accelerators are essential tools of discovery for particle and 
nuclear physics and for sciences that use x-rays and neutrons.

Medicine
Tens of millions of patients receive accelerator-based diagnoses and 
therapy each year in hospitals and clinics around the world.

Industry
Worldwide, hundreds of industrial processes use particle accelerators 
– from the manufacturing of computer chips to the cross-linking of 
plastic for shrink wrap and beyond.

Security
Particle accelerators play an important role in ensuring security, 
including cargo inspection and materials characterization.



üCompact

üUltrafast

ü Tunable

Unique Qualities

Laser-plasma acceleration and X-ray generation

O Lundh et al, Nature Physics 7, 219–222 (2011)
J B Svensson et al, Nature Physics 17, 639–645 (2021)



Outline

Laser-accelerated electron beams for radiotherapy

Betatron X-rays for imaging and spectroscopy

Other light sources based on plasma accelerators





Number of radiotherapy machines per million citizens



External beam radiotherapy
Introduction Laser-plasma acceleration Radiation therapy Radiation biology Radiography Conclusions

Low energy electron radiotherapy

Clinical oncology machine

5-20 MeV electron beam

X-rays by bremsstrahlung

Direct electron irradiation

Electrons have limited range

Underlying structures spared

4



Stopping power and dose
Low energy electrons primarily lose energy through collisions which leads to 
ionization and excitation. Contributes to the dose near the track.

High-energy electrons primarily lose energy by radiation (bremsstrahlung). 
Energy spent is carried away from the track by photons.

The stopping power is the mean rate of energy loss 𝑆 𝑥 = −
𝑑𝐸
𝑑𝑥

The databases ESTAR, PSTAR, and ASTAR calculate stopping-power and range 
tables for electrons, protons, or helium ions for many different materials:
https://www.nist.gov/pml/stopping-power-range-tables-electrons-protons-and-helium-ions
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Multiple scattering
Multiple collisions and radiative interactions lead to 

1. Secondary low-energy particles

2. Multiple scattering 

of the primary particles. Multiple scattering leads to an 
increased beam divergence and a wider dose distribution



Monte-Carlo simulations
Simulates the passage of particles through matter invoking relevant physics

Particles and interaction physics are modelled using probability distributions

Used in radiotherapy and dosimetry to model the interactions between radiation 
and human tissue, and to predict the distribution of radiation dose within the 
patient's body.

Examples of codes 
• PENELOPE (Physically-Based Simulation of Electron and Photon Transport)

• GEANT4 (Simulation toolkit for particle physics)

• MCNP (Monte Carlo N-Particle)

• FLUKA (Fluctuation and Transport of High Energy Particles in Matter).



Dose deposition for different particles

Low energy electrons < 20 MeV widely used for superficial tumours 

High energy electrons > 100 MeV not yet available in hospitals

Can high-energy electrons be useful for radiotherapy?
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Potential advantage of high energy electrons
Schüler et al, Med. Phys. 44, 2544-2555 (2017)

Compared to X rays (IMRT, VMAT), high-energy electrons (100-200 MeV) can give

• Similar coverage of the target volume

• Better sparing of critical structures and organs at risk

Furthermore, the calculated conformity index in the lung,
pediatric brain, and HNC cases were highest for the PPBS
plans as compared to the VMAT and VHEE plans. This is

related to the introduction of range shifters due to the shallow
sites of the targets. This introduces a widening of the penum-
bra, affecting the conformity of the beam. One way of
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FIG. 6. Treatment plan comparison, HNC. Treatment planning comparison between VMAT, PPBS, 100 MeV VHEE, and 200 MeV VHEE plans. (a–d) Coronal
images through PTV for the different modalities, (e) mean doses to the spinal cord, parotid glands, oral cavity, and brain stem, (f) dose volume histogram for the
PTVs and brain stem, and (g) mean integral body dose, conformity index, and homogeneity for the different modalities. [Color figure can be viewed at wileyonli-
nelibrary.com]
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Can plasma accelerators provide such beams?

VHEE Very High Energy Electrons



Isodose curves for laser-accelerated electrons

Y. Glinec et al., Med. Phys. 33, 155-162 (2006)

Monte-Carlo simulation study in GEANT4
Dose deposition by 170 MeV electrons

[Gy/nC]



Experimental setup
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Measured dose profiles
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Lundh et al, Medical Phys. 39, 3501-3508 (2012)



Comparison to simulation

Depth (mm)

Po
si

tio
n 

(m
m

)

20 40 60 80 100 120
−4
−2

0
2
4

D
os

e 
(G

y)

0.0
0.2
0.4
0.6
0.8
1.0
1.2

Depth (mm)

Po
si

tio
n 

(m
m

)

20 40 60 80 100 120
−4
−2

0
2
4

D
os

e 
(G

y)

0.0
0.2
0.4
0.6
0.8
1.0
1.2

0 50 100 150 200 250

10
−2

10
−1

10
0

Depth (mm)

P
e
a
k 

d
o
se

 (
G

y)

 

 

Experiment
Simulation

0 50 100 150 200 250
0

5

10

15

20

25

30

35

Depth (mm)

F
u

ll 
w

id
th

 a
t 

h
a

lf 
m

a
xi

m
u

m
 (

m
m

)

 

 

Exp. Horizontal
Exp. Vertical
Simulation

Experiment Simulation (Geant4)

Beam size Peak dose

Lundh et al, Medical Phys. 39, 3501-3508 (2012)



Laser-accelerated VHEE’s for radiotherapy?
Introduction Laser-plasma acceleration Radiation therapy Radiation biology Radiography Conclusions

Laser-accelerated VHEE’s for radiotherapy?

Treatment plan

Total treatment dosage: 20-80 Gy

Fractional daily dosage: 2 Gy/day

Laser-plasma beam

1 Gy/shot over 2x2 mm
2

200 shots (20 s): 2 Gy over 20x20 mm
2

Reasonable numbers

21O. Lundh et al., Med. Phys. (in press 2012)



Broad irradiation field
Lateral scattering is mitigated when using a broad irradiation field

Simulation in GEANT4



Impact of inhomogeneities
• Inhomogeneities (air bubbles, bone, etc.) can negatively 

impact the dose delivered compared to the dose plan.
• This simulation study shows that the dose deposition by 

high-energy electrons is less sensitive to inhomogeneities 
when compared to protons and x-rays. This effect is also 
confirmed by dose measurements.

A. Lagzda, Ph.D. Thesis, 2019



Focused electron beams
Contrary to X-rays, electrons can be magnetically focused to 
increase the dose at depth.
In this simulation study, the influence of the focusing 
geometry and focusing depth is explored.

Focusing geometry, 200 MeV

Focusing depth, 200 MeV

K. Kokurewicz et al., Sci Rep 9, 10837 (2019)



Beam shaping using EMQ magnets

Focusing the beam at depth 

ü Mitigates lateral spread

ü Gives more uniform dose



Dose deposition by focused beams
Changing focal plane changes the dose depth distribution



Multiple irradiation angles

Focused electron beam
EBT3 film stack

Rotation

Phantom stack Simulation

Simulation using Fluka

Measurement – concave volume 36 angles, 10 pulses/angle

Layers at different heights from beam center

−2.4 mm −0.3 mm 0 mm 0.3 mm 2.4 mm

80 𝑚𝑚

K. Svendsen et al, Sci Reports 11, 5844 (2021)



Towards stereotactic radiotherapy
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Figure 4. This figure shows the dosimetry data for the circular phantom. Figure a) shows the different layers of the circular
phantom, 80 mm in diameter and layers 1�7 are located at height of 0, 2.1, 2.3, 2.4, 2.6, 2.7 and 4.8 mm in phantom,
respectively. The target (bean-shaped) and OAR (cylinder-shaped) is outlined in black in each layer. This would correspond to
a single fraction, consisting of 3 pulses being delivered from each of the 36 angles. The isodose for the central layer (same
height as the electron beam) at 2.6 mm is shown in b) along with a dose volume histogram in c) for a total of 25 fractions to the
target and OAR.

and 0.76. When focusing at the exit, R50 was positioned at 34.9 mm, R80 at 4.5 and R90 at 2.2 mm. The maximum dose was
located at the phantom entrance except when focusing 3 cm from the phantom entrance, here R100 was reached at 7.2 mm. The
highest dose per pulse was reached when focusing at the phantom exit with 0.4 Gy at R100 for a single pulse and the dose in the
target area (40 mm from entrance) was 0.13 Gy per pulse. Focusing at the exit resulted in a 50 % higher maximum dose at R50,
with a wider lateral profile with a FWHM of 2.97 mm, compared to focusing at the entrance with a FWHM of 1.04 mm, see
Figure 3 e).

A cylindrical phantom consisting of Perspex with 7 layers of EBT3 disks (8 cm in diameter) located at different heights (0,
2.1, 2.3, 2.4, 2.6, 2.7 and 4.8 mm) was irradiated to measure the delivered dose. To imitate a stereotactical case, a bean-shaped
target volume of 0.07 cm3 and an organ at risk (OAR) volume of 0.33 cm3 were assumed, see Figure 4 a). The size of the
phantom was chosen as a mean of relevant anatomical sites, comparable in depth and size for a head and neck case, smaller
than a brain case and larger than a lung case33. For a typical brain metastasis stereotactical treatment34, the target volume is
1�20 cm3, 100 times larger compared the target volume in this paper, showing that our beam has sufficient precision for this
treatment. Radiating a larger target volume can be achieved with the added (minor) complexity of scanning the electron beam
over the target volume. The OAR was chosen to be of a size comparable to that of the optic chiasm and optical nerves for a
brain case (typically located at a surface depth of less than 4 cm), the spinal cord for a head and neck case and the bronchial
tree for lung cases.

Comparing the target volume in the circular phantom, see Figure 4 a), to a typical fractionated stereotactic radiotherapy
treatment for meningiomas, vestibular schwannomas, pituitary adenomas or craniopharyngioma, the target volume and OAR

5/10

Organ at risk 
Low dose

Target
High dose

Purpose of stereotactic radiotherapy is very precise 
delivery of the dose to the target volume

Target

At risk

K. Svendsen et al, Sci Reports 11, 5844 (2021)



Multi-field irradiation and intensity modulation
• Multi-field irradiation provides 

precise dose delivery  in the target 
volume
• Intensity-modulated radiation field 

by controlled exposure at different 
locations

L. Labate et al., Sci Rep 10, 17307 (2020)

Number of shots at position

Measured isodose distribution



Direct and indirect action of radiation

Direct action: a secondary electron 
resulting from absorption of an x-
ray photon interacts with the DNA 
to produce an effect. 

Indirect action: a secondary 
electron interacts with, for example, 
a water molecule to produce a 
hydroxyl radical (OH-), which in turn 
produces the damage to the DNA.

Radical cylinder



Towards ultrafast radiation biology
• Evaluation of DNA damage by comet assay

• 5 × 105 human skin cancer cells (A431) exposed to 
1 Gy in a single shot (duration few fs)

• Measurable assessment of immediate and 
reversible DNA damage in carcinoma cells can be 
explored at the single-cell level.

Sample tube Electron beam

O Rigaud et al, Cell Death and Disease 1, e73 (2010)



Radiobiological response to pulsed radiation

Results reveal that ultra-high pulse dose rates of 1010 Gy/min and the low repetition 
rate of laser accelerated electrons have no statistically significant influence (within 
the 95% confidence intervals) on the radiobiological effectiveness of megavoltage 
electrons.

E Beyreuther et al, Cell Death and Disease 1, e73 (2010)

Survival of human 
carcinoma cell line FaDu



The therapeutic window
The therapeutic window in radiotherapy refers to the delicate 
balance between the dose required to effectively treat a 
cancerous tumor and the dose that can cause harm to 
normal, healthy cells in the surrounding tissue.
Increasing the therapeutic window improves the treatment

Tumour 
control 

probability 

Normal tissue 
complication 
probability 



Perspectives for FLASH therapy
FLASH therapy is the delivery of very high dose rates (>40 Gy/s)

FLASH effect provides better sparing of healthy tissue

not yet completely understood

Femtosecond electron bunches from LWFA

Ø Allow radiobiological studies at ultra-high dose rates

Ø High repetition rate (>10 Hz) is also needed for delivering the 
high total dose (~1-10 Gy) in very short time (~100 ms)

Seminal paper
V Favaudon et al., "Ultrahigh dose-rate FLASH irradiation increases the differential response 
between normal and tumor tissue in mice", Science Transl. Med. 6 (2014)

Review articles
M Kim et al, IEEE Transactions on Radiation and Plasma Medical Sciences 6 (2021)
Hughes and Parsons, Int. J. Molecular Sciences 5 (2020)



Conclusions
vVHEE-RT is attracting more and more interest from 

medical community

vVHEE-RT could be the next important societal 
application

vLPAs are offering several advantages over 
conventional accelerators



Outline

Laser-accelerated electron beams for radiotherapy

Betatron X-rays for imaging and spectroscopy

Other light sources based on plasma accelerators



Light sources based on LWFA

F Albert and AGR Thomas, Plasma Phys. Control. Fusion 58, 103001 (2016) 



Betatron oscillations in an ion cavity

Review article
S Corde et al, “Femtosecond x rays from laser-plasma accelerators”, Rev Mod Phys 85,  (2013)



Betatron oscillation in an ion channel
Gauss’s law and assuming cylindrical symmetry

∇ ⋅ 𝑬 =
𝜌
𝜖*

⇒
1
𝑟
𝑑
𝑑𝑟

𝑟𝐸+ =
𝑞,𝑛,
𝜖*

⇒ 𝐸+ =
𝑞,𝑛,
𝜖*

𝑟
2

Assuming transverse motion is small and does not change the total energy of 
the particle (𝑝- ≪ 𝑝. and 𝛾 ≃ 𝛾.* ≃ 𝑐𝑜𝑛𝑠𝑡)

𝑑𝑝-
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𝑟 ⇒
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Which is the equation of motion of a harmonic oscillator with frequency

𝜔1 =
𝜔/
2𝛾

The transverse motion is sinusoidal: 𝑟 = 𝑟1 cos𝜔1𝑡

Maximum angle of the trajectory

𝜓 =
𝑑𝑟
𝑐𝑑𝑡 234

=
𝑟1𝜔1
𝑐

=
𝐾
𝛾
⇒ 𝐾 = ⁄𝛾𝑟1𝜔1 𝑐



Undulator and wiggler regimes

𝜓 ≪ Δ𝜃

𝜓 ≫ Δ𝜃

𝜓 Maximum angle of the electron velocity vector

Δ𝜃 = ⁄1 𝛾 Opening angle of the radiation cone

𝐾 = 𝛾𝜓 Dimensionless parameter separating the regimes

S Corde et al, Rev Mod Phys 85,  (2013)



Radiation from a relativistic electron
Energy radiated within a spectral band 𝑑𝜔 centered on the 
frequency 𝜔 and within a solid angle dΩ :

𝑑!𝐼
𝑑𝜔𝑑Ω

=
𝑞"!

16𝜋𝜖#𝑐
.
$%

%

𝑒&' ($)⋅ ⁄-⃗ ( .
𝑛× 𝑛 − 𝛽 × ⃗̇𝛽

1 − 𝛽 ⋅ 𝑛
! 𝑑𝑡

𝑟 𝑡 is electron position at time 𝑡

𝛽 is electron velocity normalized to 𝑐
⃗̇𝛽 = ⁄𝑑𝛽 𝑑𝑡 is electron acceleration normalized to 𝑐
𝑛 is the observation direction

J D Jackson, 2001



Synchrotron radiation
The radiation emitted over 𝑁$ betatron periods
𝑑%𝐼
𝑑𝜔𝑑Ω

= 𝑁$
3ℎ𝑞&%

𝜋'𝑐
𝛾%𝜁%
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𝒦 ⁄) '
% 𝜁 + 𝒦 ⁄% '
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3ℏ
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E Esarey et al, Phys Rev E 65, 056505 (2002)

𝛾 = 200
𝐸! = 2 keV

𝜃 = 0

I Gallardo-Gonzalez, PhD Thesis, 2018



First measurements of betatron X-rays
Beam-driven Laser-driven



Electron trajectories shapes radiation

G Genoud, PhD Thesis, 2011
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Electron trajectories shapes radiation
Experiment Simulation

K Ta Phuoc et al, Phys Rev Lett 97, 225002, 2006



Tunable X-ray polarization

perpendicular direction (Θ⊥= 12± 1 mrad). The beam pointing
(characterized by the standard deviation of the centroid position)
varies within 1 mrad, which is ~ 10% of the beam divergence
along the minor axis. The stability of the radiation spectrum is
studied via single photon counting. Because the radiation spec-
trum is synchrotron-like27, a synchrotron spectrum is fitted to the
experimental data for each shot (cf. Figure 3a). As shown in
Figure 3b, the spectrum is very reproducible, with a critical
energy Ec= 6.7± 0.5 keV (determined over 60 consecutive shots).
In the reference case with pure helium, the critical energy is
generally lower (Ec= 6.5 keV), and the standard deviation is twice
as large.
To verify that the orientation of the beam ellipse is correlated

with the laser, the laser polarization axis is rotated. For both self-
injection and ionization-induced injection, the average beam
charge and energy are only weakly affected by this change. In the
case of self-injection, the beam divergence is independent as well.
However, for the electron beams resulting from ionization-induced
injection, a larger divergence is measured along the laser polariza-
tion axis (Θ|| = 16 mrad FWHM), whereas the divergence is mini-
mal in the perpendicular direction (Θ⊥= 4 mrad FWHM). Like the
electron beam, the X-ray beam profiles turn as well. As shown in
Figure 4a–4d, the X-ray beam profiles maintain their elliptical
shape, but the major ellipse axis rotates and is always aligned along
the laser polarization axis.
The measurements indicate that electrons oscillate preferentially

along the polarization axis of the laser; thus, the X-ray beam should
also be partially polarized along this direction. To confirm this, the
X-ray beam is sent to a polarization analyzer consisting of an ADP
crystal at the Brewster angle, which reflects the beam onto an X-ray
camera. Ideally, this reflection only consists of the perpendicular
s-polarized component. As expected, the signal reaches its peak once
the laser is s-polarized. When the laser polarization axis is rotated such

that the laser is p-polarized, the reflected signal is minimal (cf.
Figure 4e). The ratio of both values (2.9± 0.8 for s-polarization;
1.0± 0.3 for p-polarization) is used to calculate a polarization ratio Xp,
which is defined as the percentage of intensity radiated along the laser
polarization axis with respect to the total emitted intensity in both
polarizations. With Xp= 75± 15%, the measurement shows that the
radiation is indeed preferentially polarized along the laser
polarization axis.

Numerical results and discussion
Electron beams produced by ionization-induced injection appear to
be much less sensitive to laser intensity variations than those
resulting from transverse injection, leading, in the former case, to
the stable emission of X-rays. For deeper insight into the under-
lying physics, this phenomenon is investigated using PIC simula-
tions. As initial conditions of the simulation, the experimentally
measured focal spot is modeled using the modes m= 0–5. The laser
pulse duration is 30 fs, the laser peak intensity a0= 2.0, and the
numerical resolutions in the longitudinal and transverse directions
are chosen to be ∆x= 0.2 k0 − 1 and ∆r= 1.5 k0 − 1, respectively.
According to the conditions in the experiment, the simulations
with pure helium are performed at a plasma density
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perpendicular direction (Θ⊥= 12± 1 mrad). The beam pointing
(characterized by the standard deviation of the centroid position)
varies within 1 mrad, which is ~ 10% of the beam divergence
along the minor axis. The stability of the radiation spectrum is
studied via single photon counting. Because the radiation spec-
trum is synchrotron-like27, a synchrotron spectrum is fitted to the
experimental data for each shot (cf. Figure 3a). As shown in
Figure 3b, the spectrum is very reproducible, with a critical
energy Ec= 6.7± 0.5 keV (determined over 60 consecutive shots).
In the reference case with pure helium, the critical energy is
generally lower (Ec= 6.5 keV), and the standard deviation is twice
as large.
To verify that the orientation of the beam ellipse is correlated

with the laser, the laser polarization axis is rotated. For both self-
injection and ionization-induced injection, the average beam
charge and energy are only weakly affected by this change. In the
case of self-injection, the beam divergence is independent as well.
However, for the electron beams resulting from ionization-induced
injection, a larger divergence is measured along the laser polariza-
tion axis (Θ|| = 16 mrad FWHM), whereas the divergence is mini-
mal in the perpendicular direction (Θ⊥= 4 mrad FWHM). Like the
electron beam, the X-ray beam profiles turn as well. As shown in
Figure 4a–4d, the X-ray beam profiles maintain their elliptical
shape, but the major ellipse axis rotates and is always aligned along
the laser polarization axis.
The measurements indicate that electrons oscillate preferentially

along the polarization axis of the laser; thus, the X-ray beam should
also be partially polarized along this direction. To confirm this, the
X-ray beam is sent to a polarization analyzer consisting of an ADP
crystal at the Brewster angle, which reflects the beam onto an X-ray
camera. Ideally, this reflection only consists of the perpendicular
s-polarized component. As expected, the signal reaches its peak once
the laser is s-polarized. When the laser polarization axis is rotated such

that the laser is p-polarized, the reflected signal is minimal (cf.
Figure 4e). The ratio of both values (2.9± 0.8 for s-polarization;
1.0± 0.3 for p-polarization) is used to calculate a polarization ratio Xp,
which is defined as the percentage of intensity radiated along the laser
polarization axis with respect to the total emitted intensity in both
polarizations. With Xp= 75± 15%, the measurement shows that the
radiation is indeed preferentially polarized along the laser
polarization axis.

Numerical results and discussion
Electron beams produced by ionization-induced injection appear to
be much less sensitive to laser intensity variations than those
resulting from transverse injection, leading, in the former case, to
the stable emission of X-rays. For deeper insight into the under-
lying physics, this phenomenon is investigated using PIC simula-
tions. As initial conditions of the simulation, the experimentally
measured focal spot is modeled using the modes m= 0–5. The laser
pulse duration is 30 fs, the laser peak intensity a0= 2.0, and the
numerical resolutions in the longitudinal and transverse directions
are chosen to be ∆x= 0.2 k0 − 1 and ∆r= 1.5 k0 − 1, respectively.
According to the conditions in the experiment, the simulations
with pure helium are performed at a plasma density
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Elliptical X-ray beams rotate with laser polarization
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Figure 4a–4d, the X-ray beam profiles maintain their elliptical
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The measurements indicate that electrons oscillate preferentially
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Figure 4e). The ratio of both values (2.9± 0.8 for s-polarization;
1.0± 0.3 for p-polarization) is used to calculate a polarization ratio Xp,
which is defined as the percentage of intensity radiated along the laser
polarization axis with respect to the total emitted intensity in both
polarizations. With Xp= 75± 15%, the measurement shows that the
radiation is indeed preferentially polarized along the laser
polarization axis.

Numerical results and discussion
Electron beams produced by ionization-induced injection appear to
be much less sensitive to laser intensity variations than those
resulting from transverse injection, leading, in the former case, to
the stable emission of X-rays. For deeper insight into the under-
lying physics, this phenomenon is investigated using PIC simula-
tions. As initial conditions of the simulation, the experimentally
measured focal spot is modeled using the modes m= 0–5. The laser
pulse duration is 30 fs, the laser peak intensity a0= 2.0, and the
numerical resolutions in the longitudinal and transverse directions
are chosen to be ∆x= 0.2 k0 − 1 and ∆r= 1.5 k0 − 1, respectively.
According to the conditions in the experiment, the simulations
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X-rays polarized along laser polarization direction
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the interaction of the electrons with the laser electric field.
When the pulse length is made shorter than the plasma
wavelength the degree of ellipticity decreases, confirming
that this effect is indeed due the interaction with the laser
pulse.

The experiments were performed with the 10 Hz multi-
THz femtosecond laser at the Lund Laser Centre, a
Ti:sapphire system delivering 35 fs pulses of up to
35 TW at a central wavelength of 800 nm. The laser pulses
are focused onto the edge of a supersonic gas jet using an
f=10 off-axis parabolic mirror. The experimental setup is
shown in Fig. 1. The gas jet is capable of producing
electron densities in the range !0:5–5" # 1010 cm$3.
Measurements of the electron energy distribution were
performed using a magnetic spectrometer with a scintillat-
ing screen (Kodak Lanex) and CCD imaging system as the
detector. These show the production of narrow energy
spread electron beams over a range of densities with en-
ergies up to 200 MeV and energy spreads of a few percent.
An example electron spectrum is shown in Fig. 2 taken at a
plasma density of ne % 2# 1019 cm$3.

A separate Lanex screen could be inserted into the path
of the electron beam to allow the electron beam profile to
be measured. The screen was 320& 10 mm from the laser
focus. A 12 mm layer of aluminum is placed in front of this
screen so that the beam profile was due to electrons with
energies above ' 7 MeV. Scattering through the alumi-
num plate for the high-energy electron beam contributes to
less than 5% of the beam size for electron energies greater
than 70 MeV (corresponding to the majority of the electron
signal above 7 MeV). The scintillator screen emits light
through 2! sr and can therefore be viewed from a range of
angles. By placing the screen at 45( to the beam propaga-
tion direction and imaging the screen from a viewing angle
of 90( we could observe the electron beam profile without
any projection error and without the need to place mirrors
or detectors into the electron beam path behind the screen.

A zero order mica "=2 plate was placed in the unfocused
laser beam to allow the plane of polarization to be contin-
uously rotated, allowing any effects of the laser polariza-
tion on the beam profile to be investigated. The plasma
density in the gas jet was obtained from forward Raman
scattering measurements. These were performed by detun-

ing the grating compressor resulting in a significantly
longer laser pulse (c#) "p) than that used in the electron
acceleration experiments as the growth rate of forward
Raman scattering is too small in the regime where c# ’
"p [9].

The first set of results presented were obtained with a
pulse duration of 68 fs and a plasma density of 2:2#
1019 cm$3, i.e., with c# ’ 3"p. The beam profile of the
electron beam (E> 7 MeV) was measured as described
above for various polarization angles. Figure 3 shows some
typical beam profiles. The profiles are clearly elliptical and
the axis of the ellipse is directly correlated with the polar-
ization of the laser.

To quantify the electron beam ellipticity an ellipse is
fitted to the half-maximum contour of the profile, hence the
eccentricity of the ellipse $ %

!!!!!!!!!!!!!!!!!!!!!!!!!
!1$ b2=a2"

p
, where a and

b are the major and minor axes of the ellipse, can be
calculated for each profile. Figure 4 shows how the tilt
angle of the ellipse varied with the laser polarization. A
direct correlation is revealed by a least-square fit to the
data, indicating a gradient close to unity of 1:09& 0:06 and
a correlation coefficient of R2 % 0:77. The error bars rep-
resent our estimate of a systematic error in the laser polar-
ization angle after insertion of the wave plate. The fluc-
tuations in the beam profile tilt are probably due to shot-to-
shot fluctuations in the experimental parameters, the main
sources of fluctuation include the laser energy, pulse dura-
tion, focal spot, and plasma profile. The fact that the

FIG. 1 (color online). Schematic of the experimental setup
shown from above.
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FIG. 2. Example electron spectrum taken at a plasma density
of ne % 2# 1019 cm$3 with laser parameters of # % 35 fs, E %
600 mJ.

FIG. 3 (color online). Representative data showing the varia-
tion of electron beam profile with laser polarization at ne %
2:2# 1019 cm$3 with a pulse duration of 68 fs. The black line
indicates the laser polarization angle &5(. (a) $20(, (b) 10(,
(c) 30(, and (d) 50(.
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Spectral characterization using Ross filters
Ross filter array Transmission Interpolated backgr. Normalized trans.

Λ" 𝐸! =6
#

𝑇 𝐹# , 𝐸! − 𝑇$$% 𝐹#
"

𝐸! = 1.9 keV

I Gallardo Gonzales, PhD Thesis, 2018

calculated measured



Source characterization using Ross filters
Critical energy: 2-3 keV

Flux: 1-2･1011 photons/sr

Divergence: 30 × 40 mrad

4·109 photons

I Gallardo Gonzales, PhD Thesis, 2018



Betatron as a diagnostic for LWFA electrons3.3.3 X-ray spatial profile and source size

(a)

(b)

-10 -5 0 5 10

-10

-5

0

5

10

yd [mm]

z
d
[m

m
]

(c)

1 1.2 1.4 1.6
0

0.5

1

yd [mm]

N
or
m
al
iz
ed

in
te
n
si
ty

1 1.2 1.4 1.6
0

0.5

1
(d)

zd [mm]

N
or
m
al
iz
ed

in
te
n
si
ty

1 µm 2 µm 3 µm

Figure 3.15. (a) Set of tungsten
crosses used for the source size
measurement. (b) Betatron
x-ray image of the crosses after
a magnification of
approximately 42. (c-d) (Black)
integrated signal along
respectively the horizontal and
vertical directions, and (colour)
comparison with calculated
di↵raction patterns for di↵erent
source sizes D.

the source divergence. The black lines in Figure 3.14(b) and (c)
show the intensity integrated in the non-filtered area behind
the Ross filters image shown in (a). The data is fitted to a
Gaussian function, shown with the dashed orange curve, from
which the FWHM diameter is obtained. Knowing the geometry
of the set up, it is possible to estimate the FWHM divergence
of the x-ray beam. In the example shown in Figure 3.14, the
x-ray divergence was estimated to 63⇥ 49 mrad⇥mrad.

Furthermore, in order to characterize the spatial coherence
and brightness of the x-ray radiation, it is necessary to deter-
minate the size of the source [67–69]. The betatron source size
can be estimated by imaging an object or obstacle backlit with
the betatron x-rays. Figure 3.15(a) shows the image of an ar-
ray of crosses made by 50 µm diameter tungsten wires, with
a transmission of less than 0.05 for photon energies below 25
keV, used for the source size characterization. As the object is
practically opaque to the x-ray beam, it produces a shadow in
the detector. Figure 3.15(b) shows the x-ray image produced
by one of the tungsten crosses shown in (a), placed x1 = 44
mm away from the source, and registered in the Andor iKon-L
detector placed x2 = 1.8 m after the wire. As a first approx-
imation, for the shadow to be sharp the x-ray source size is
necessarily smaller than the object.

A more accurate estimation of the size is possible by look-
ing at the di↵raction features at the edges of the shadow, which
can be fitted to a di↵raction description of the x-ray propaga-
tion. Assuming monochromatic x-rays with a low divergence,
and considering that the longitudinal distances are much larger
than the transverse ones, the x-ray normalized intensity after
an obstacle along the axis y, for a point source, can be written
as [70]
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where � = hc/Eph is the wavelength of the monochro-
matic source, xt = x1 + x2 is the source-detector distance,
q(y) is a function describing the obstacle, and y and yd are
the coordinates of the obstacle and detector planes respec-
tively. To consider the synchrotron-like spectral distribution
of the betatron radiation, the intensity must be averaged as
Iw(yd) =

R
d�(A�)I(yd), where A� is the normalized weight

coe�cient that can be obtained from Equation (2.27). Fi-
nally, a finite transverse size is considered as a distribution
of point sources, usually assuming a Gaussian shape B(ys) =
exp (�4 ln (2)y2s/D

2), where ys is the coordinate in the source
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Figure 3.15. (a) Set of tungsten
crosses used for the source size
measurement. (b) Betatron
x-ray image of the crosses after
a magnification of
approximately 42. (c-d) (Black)
integrated signal along
respectively the horizontal and
vertical directions, and (colour)
comparison with calculated
di↵raction patterns for di↵erent
source sizes D.

the source divergence. The black lines in Figure 3.14(b) and (c)
show the intensity integrated in the non-filtered area behind
the Ross filters image shown in (a). The data is fitted to a
Gaussian function, shown with the dashed orange curve, from
which the FWHM diameter is obtained. Knowing the geometry
of the set up, it is possible to estimate the FWHM divergence
of the x-ray beam. In the example shown in Figure 3.14, the
x-ray divergence was estimated to 63⇥ 49 mrad⇥mrad.

Furthermore, in order to characterize the spatial coherence
and brightness of the x-ray radiation, it is necessary to deter-
minate the size of the source [67–69]. The betatron source size
can be estimated by imaging an object or obstacle backlit with
the betatron x-rays. Figure 3.15(a) shows the image of an ar-
ray of crosses made by 50 µm diameter tungsten wires, with
a transmission of less than 0.05 for photon energies below 25
keV, used for the source size characterization. As the object is
practically opaque to the x-ray beam, it produces a shadow in
the detector. Figure 3.15(b) shows the x-ray image produced
by one of the tungsten crosses shown in (a), placed x1 = 44
mm away from the source, and registered in the Andor iKon-L
detector placed x2 = 1.8 m after the wire. As a first approx-
imation, for the shadow to be sharp the x-ray source size is
necessarily smaller than the object.

A more accurate estimation of the size is possible by look-
ing at the di↵raction features at the edges of the shadow, which
can be fitted to a di↵raction description of the x-ray propaga-
tion. Assuming monochromatic x-rays with a low divergence,
and considering that the longitudinal distances are much larger
than the transverse ones, the x-ray normalized intensity after
an obstacle along the axis y, for a point source, can be written
as [70]
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where � = hc/Eph is the wavelength of the monochro-
matic source, xt = x1 + x2 is the source-detector distance,
q(y) is a function describing the obstacle, and y and yd are
the coordinates of the obstacle and detector planes respec-
tively. To consider the synchrotron-like spectral distribution
of the betatron radiation, the intensity must be averaged as
Iw(yd) =

R
d�(A�)I(yd), where A� is the normalized weight

coe�cient that can be obtained from Equation (2.27). Fi-
nally, a finite transverse size is considered as a distribution
of point sources, usually assuming a Gaussian shape B(ys) =
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2), where ys is the coordinate in the source
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Fig. 3. (a) Critical energy and X-ray photon yield obtained from the Ross filter measurements.
Maximal photon yield is obtained at a backing pressure of 230 mbar, corresponding to an
electron number density of 1 ⇥ 1019 cm�3. At this pressure, a critical energy of 2.4 keV is
obtained. The X-ray beam divergence (blue lines) is stable but starts to grow as the pressure
reaches over 400mbar. Error bars represent the standard deviation within the average of 10
X-ray pulses. The large error bars at 200 and 260 mbar is due to the poor Gaussian fitting as
the peak lies outside the detector. The backing pressure used during the tomographic scan
was 220 � 260mbar, resulting in a peak photon yield of approximately 1.9 ⇥ 1011 ph/sr, a
divergence of 48⇥ 67 mrad in the vertical and horizontal direction respectively and a critical
energy of 2.4keV. A knife edge measurement of the source size, using a 25 µm tungsten wire
is shown in (b). The obtained data (dots in b)) was compared to simulated values (shown as
a shadow), resulting in a vertical source size of 2.6 ± 0.2 µm and a horizontal source size of
3.6 ± 0.2 µm

To determine optimal r1 and r2 that results in the best SNR for PCI, the findings by Ya. I.
Nesterets et al. [5] were implemented. The procedure maximizes SNR with respect to the
optimal magnification for a symmetrical Gaussian feature of a homogeneous object, wavelength,
source size and detector resolution. For a source size of 2.6 µm, pixel size of 13.5 µm and a
magnification that yields the best detector resolution results in r1 = 0.6 m and r2 = 1.7 m. This
was further investigated by performing Fresnel-Kircho� di�raction simulations and analyzing
the contrast using di�erent distances. The simulations gave better SNR with a magnification
larger than what was obtained via the optimization procedure developed by Nesteres et al. As
such, in combination with the limited space inside the experimental chamber, a smaller r1 was
used, and the final distances were r1 = 0.3 m and r2 = 1.8 m.

The detected image, I0, is normally processed before any further calculations by subtracting
a dark field image Id and normalizing to a flat field image as I = (I0 � Id)/(Ig � Id). This
flat and dark field correction constitutes an issue as the flat field changes from shot-to-shot, is
non-uniform, and it is not possible to simultaneously acquire a flat field and a corresponding
sample image. By taking the average pixel value at several positions in the image and generating
an cubical interpolated mesh, Ig, one obtains an approximated image background gradient, which
results in a more representative image.

All single-shot phase retrieval algorithms make some assumption on absorption and A. Burvall
et al gives a good overview on these [35]. The soft X-ray spectrum is subject to some absorption
in the sample which limits the choice to Paganins single-material algorithm [36], since it does
not require absorption close to zero. Instead, one assumes the absorption to be proportional to

25 µm tungsten wires

Wire shadow on CCD

Source size
Vertical: 2.6 µm
Horizontal: 3.6 µm

Line-out 
vertical wire

Line-out 
horizontal wire

K Svendsen, PhD Thesis, 2022



Betatron as diagnostic of LWFA

Ø X-ray spectrum measured by single 
photon counting technique

Ø Simultaneous measurements of 
electron- and X-ray spectrum

Ø Allows measurement of the electron 
beam size (oscillation amplitude)

Single-shot X-ray spectrum

Shadow of 10 µm wire

M Schnell et al, PRL 108, 075001 (2012)

X-ray spectrum: 𝑟$ = 0.9 ± 0.3 µ𝑚
Fresnel diffraction: 𝑟$ = 1.8 ± 0.3 µ𝑚
PIC simulation: 𝑟$ = 1.5 ± 0.2 µ𝑚

Source size measurements
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Propagation-based phase-contrast imaging

Relies on changes in the refractive index

Ideal for low-absorbing samples

Projected thickness is obtained using algorithms

Requires high spatial coherence -> small source size

Illustration from W Tengström, PhD thesis, 2018
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Fig. 1: Schematic of the experimental setup showing the most relevant components. The laser pulse enters the chamber from
the left and is focused by a f20 parabola (not shown here) at the entrance of the gas cell. In the gas cell the electrons are
accelerated and generate betatron x-rays. The electrons and the x-rays co-propagate until the dipole magnet, where the electrons
are dispersed onto a scintillating screen. The x-rays continue to the sample, mounted in the sample holder. The sample holder
is attached to two motorized translation stages and one rotational stage, positioned 0.3 m from the source ,which is inside the
gas cell. The x-rays are finally detected by the CCD that is positioned 1.8 from the sample after passing through two 250 µm
thick beryllium windows and an air gap of 59 mm. The tungsten wire-grid is mounted 10 mm from the gas cell, most of the
acceleration takes place at the front of the cell, resulting in a source-wire distance of 16 mm. This was only used for source size
measurements and positioned outside the beam path otherwise.

low power to drill a small hole in the tape ensures the best
gas density gradient. At the back of the gas cell, a pre-drilled
copper plate is mounted, deterring the hole from growing too
large. The gas is a mixture of nitrogen and helium with a ratio
of 1% nitrogen at a pressure of 0.3 bar, resulting in an electron
density of 1.4·1019 cm�3 which generates a satisfactory photon
flux (see figure 2).

Two different samples were used, a 100 µm thick fishing
line tied in a reef-knot and a small fly. For each of these
samples, 900 images were taken, divided into 5 images at each
angle over 180 degrees in 1 degree increments. Each set of 5
images were averaged to increase the SNR ratio. The last set
of images at 180 degrees are not necessary for the tomographic
reconstruction but were used to find the centre of rotation by
overlapping with the set of images at zero degrees.

To determine the source-sample distance, r1 and sample-
detector distance, r2, that results in the best SNR the findings
by Ya. I. Nesterets et al. [2] were implemented. The procedure
maximizes SNR with respect to the optimal magnification,
wavelength, source size and detector resolution. For a source
size of 2.5 µ, pixel size of 13.5 µ and a magnification that
yields the best detector resolution results in r1 = 0.6 µm and
r2 = 1.7 µm. This was further investigated by Fresnel-Kirchoff
diffraction simulations. Due to the limited space inside the
experimental chamber the final values used were r1 = 0.3 µm
and r2 = 1.8 µm, reaching approximately 86 % of the maximal
SNR achievable for an x-ray spectrum having a critical energy
of 2.5 keV.

A. Setup
As previously stated, a large benefit to PB-PCI is the simple

setup, depicted in figure 1. The generated betatron x-rays, the
laser pulse and the electron beam exits from the gas cell and
co-propagate to a dipole magnet, dispersing the electrons onto
a scintillator. No beam block is used as the laser pulse has
expanded enough to not cause any damage to the sample. The
sample holder is positioned 30 cm from the x-ray source,
mounted on a rotational and translational stage. The x-ray
CCD camera (ANDOR iKon-L SO) has a back illuminated,
deep depletion chip and is positioned 1.8 m from the source
in accordance to previous calculations and simulations. Two
250 µm thick beryllium plates sit between the camera chip
and the vacuum chamber, one plate to seal the chip in vacuum
and one to seal the chamber, with a separation of 59 mm air
in between them.

B. Source Characterization
A source size measurement was performed by placing a

tungsten wire-grid 10 mm from the gas cell, as most of
the acceleration process takes place at the front of the cell
this results in a source-wire distance of 16 mm and a wire-
detector distance of 1.8 m. Having wires in both the vertical
and horizontal plane allowed for a size measurement in both
planes, and having several wires excludes the necessity to vent
the chamber if one breaks. The mount holding the wires was
placed on a translation stage, allowing for online alignment.
The acquired data was smoothed using locally weighted scat-
terplot smoothing for an easier fit to the simulated data.

Setup for X-ray phase-contrast tomographySetup for phase-contrast imaging

Kristoffer did the experiment



Phase-contrast tomography
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Fig. 6: A volume rendering of the fly, performed in 3D Slicer.
The upper part of the fly is shown in a), while b) shows the
tarsus (leg) with two claws at the end. A section of the head
is shown in c) where it can be seen to hollow at places.

B. Phase retrieval and tomography
Applying the procedure for background correction described

in section II.D and calculating the projected thickness using
equation 4 on a sample of known thickness, the 100 µm
thick fishing line, showed good agreement. Figure 4 shows
the projected thickness of this fishing line. This thickness
varied some along the line but this is believed to be due to
the manufacturing process, possible even the process of tying
the knot, which may have deformed the wire some.

Figure 5 shows a PCI of the fly sample, along with
tomographic images (a-c), location of the cross-section is
indicated by a red dashed line. These were reconstructed by
averaging and aligning 5 shots over 180 angles, calculating
the projected thickness using Paganin’s algorithm, equation 4,
and performing the inverse Radon transform. Finally, a volume
rendering was created using the free open-source software 3D
slicer, shown in figure 6.

IV.DISCUSSION

The source size measurement showed an asymmetrical
source which was expected. The size is larger in the direction
of the polarization of the laser pulse, this has previously been
observed and is caused by the accelerating electrons interacting
with the tail of the laser pulse. The effect is reported to
decrease as the laser pulse is made shorter [16], thus, a shorter
pulse would be preferable to decrease the source size, assuming
the photon flux does not decrease.

The tomographic reconstruction could be improved as paral-
lel beam geometry was assumed. This was not the case as the
beam is divergent (estimated to a few mrad). This would result
in a rhombus distortion in the sinogram, introducing some error
in the reconstruction if not taken into account. The beam’s
divergence is still relatively small, hence the error will not be
significant, but the reconstruction would still be improved if
assuming a fan beam geometry.

It would be preferable to remove one of the beryllium win-
dows to increase the x-ray flux at the CCD, further improving

Fig. 7: Same volume rendering as figure 6, with a region of
interest only covering the head, presented in a larger scale.
Small bumbs are visible at the lower part of the neck, which
may be follicles, indicated by the red arrow. The profile of the
follicles are shown as an inset, indicating a hight of close to
10 µm and a width of approximately 30 µm.

the contrast. This is of greater importance in this case as the x-
ray energy is rather low, 500 µ of beryllium has a transmittance
of approximately 20 % for x-rays at 2.5 keV. The optimal
situation would be to have no window at all but this will leave
the chip exposed, which may prove too be a risk.

The final 3D volume rendering, figure 6, resolves details on
the 10 µm scale such as the follicles. Having smaller samples
would be possible but one might have to focus the x-rays to
increase the x-ray flux at the sample to limit the number of
shots required for a satisfactory image.

This technique is intriguing since it allows x-ray imaging
of small objects that generally have low absorption, along
with the possibility to fully 3D render the object. Adding
to this the short pulse duration of a LWFA which is on
the order of femtoseconds which would allow for temporally
resolved experiments. Systems exhibiting dynamics on this
timescale (such as chemical reactions or molecular vibrations)
are usually very small however, further stressing the need to
focus the x-ray beam.

It is clearly possible to use soft x-rays to do PB-PCI and
could even be advantageous as this increases the lateral spatial
coherence, which improves resolution, and it improves the
contrast. Comparing the final results in figure 6 to other works,
such as [7], hints at a better resolution in this paper. This is
a cautious proclamation as this might be due to the different
methods in 3D volume rendering and this setup also has close
to twice the magnification.

SNR could be further improved by introducing additional
filters and/or increasing the number of shots averaged. An
increase in the laser and gas injection repetition rate would
facilitate this. The calculated thickness depends strongly on
the ability to detect diffraction fringes, making the detector
resolution a crucial aspect of the setup [2]. To further improve,
a detector with larger pixel density would be mandatory.

3D rendering3D rendering

10 µm structures can be resolved in tomogram

K. Svendsen et al, Optics Express 26, 33930 (2018)



Tomography for medical purposes

Tomographic reconstruction of 
trabecular bone sample 
J M Cole et al, Sci Rep 5 (2015)

High-resolution μCT of a 
mouse embryo 
J M Cole et al, PNAS 115 (2018)

Quick micro-tomography
A Döpp et al, Optica 5 (2018)



Spray applications

Internal Combustion Engines Applications: Diesel and GDI sprays

Gas Turbines Applications: Aero Engines



Spray imaging with laser plasma accelerator

Approach Mass flow: X-ray imaging
Atomization: 2-photon LIF

Challenges Fast dynamics (ns to µs)
Highly scattering media
Multiple jets in the same spray

Understanding breakup and atomization of sprays is 
essential for improving e.g. engine efficiencies.



Atomizing sprays



Atomizing sprays
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Experimental setup



X-ray absorption
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Transient spray tomography
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Combining X-rays and flourescence

Ground state

Femto-
second
pulse

X-rays

2-photon laser-
induced flourescence

Technique developed by 
Edouard Berrocal (Lund University)



Simultaneous recordings
X-rays Flourescence

Diego Guenot et al, 
Optica 7, 131-134 (2020)



Outline

Laser-accelerated electron beams for radiotherapy

Betatron X-rays for imaging and spectroscopy

Other light sources based on plasma accelerators



Probing warm dense matter using XANES

B Mahieu et al, Nature Commun 9, 3276 (2018)

WDM (Warm dense matter) lies between solid and plasma with a temperature of a 
few 104 K. It is a subject of increased interest due to its importance for planetary 
physics, inertial confinement fusion research, and material science.
XANES (X-ray absorption near-edge structure) is an essential tool to study the 
electronic and atomic structural properties of matter.



Towards Ultrafast X-ray Spectroscopy

samples to produce valuable and reliable data, a high-
brightness smooth broadband spectrum x-ray probe in the
multi-keV region is required. The National Ignition Facility
and the Omega Laser Facility have both been developing
EXAFS diagnostics in the multi-keV regime [17,18]. These
sources, however, require hundreds of joules of backlighter
energy, and are over 100 ps in duration. In general,
synchrotron facilities lack the required ultrashort pulse
duration, and laser-plasma-based approaches suffer addi-
tionally from low brightness and relatively noisy spectra
[19]. XFELs have the required flux and pulse duration, but
are monochromatic in nature. Increased bandwidth tech-
niques are being investigated [20]; however they lack a
smooth broadband spectrum, making absorption measure-
ments difficult.
A viable solution is to perform x-ray absorption mea-

surements using a laser-wakefield accelerator (LWFA).
These are the only currently available sources that provide
bright bursts of broadband x rays on the femtosecond
timescale [21] and their application in HED science has
become an active research field. To date, however, the
source flux has required absorption spectra to be integrated
over many shots or the photon energy range has been
limited to lower energies (keV or less) [22–24]. In this
Letter we present the first single-shot multi-keV XANES
measurement using the ultrashort x rays from a LWFA
source. This was achieved by operating the LWFA in a
tailored mode to generate high x-ray flux (more than 100
times that of previous measurements) and multi-keV
photon energies, in tandem with an efficient and high-
resolution single optic detector.
The experiment was conducted using the Gemini Laser

at the Central Laser Facility (UK). An overview of the
experiment setup can be seen in Fig. 1(a) [25]. The drive
laser (800 nm) was focused using an f=40 geometry into a
gas cell. Each laser pulse (provided at 0.05 Hz) had a
duration of 47! 5 fs and contained 9! 0.3 J. These
pulses were focused to a spot of ð50!2Þ×ð43!1Þμm2

FWHM, with the central FWHM containing 43! 2%
of the energy. This provided an on-target intensity of
ð4.9! 0.6Þ × 1018 W=cm2 and an average laser strength
parameter of a0 ≈ 1.5. As the laser pulse traveled through
the gas, it drove a LWFA [26], where the electrons liberated

from the atoms were expelled by the ponderomotive force
of the laser, creating an ion cavity in its wake. The strong
electric field inside the cavity can subsequently accelerate
electrons to GeVenergies in just a few centimeters [27,28].
Our LWFA operated using a two-stage gas cell [29,30]. The
first stage (3 mm long) was filled with a 98%Heþ 2% N2

gas mix, and the second stage (19.6 mm long) was filled
with He. Electrons were injected in the first stage using
ionization injection [31,32]. The second stage provided
the acceleration of the electrons. While in the back of the
ion cavity the electrons perform betatron oscillations
around the laser axis, producing high-energy x rays
[33,34]. The on-axis intensity spectrum is synchrotronlike
and characterized by the critical energy Ecrit and is given by
d2I=ðdEdΩÞ ∝ ðE=EcritÞ2K2

2=3½E=ð2EcritÞ&, where K2=3½x&
is a modified Bessel function of order 2=3. The x-ray
pulse emission is of similar duration to that of the electron
bunch, which is typically on the order of 10 fs [35]. The
source size is on the order of microns and the emission is
directed in a tight cone along the propagation axis, with a
divergence of ≲20 mrad FWHM.
After the x rays exit the accelerator, a replenishable tape

drive was used to dump the remaining laser energy, and a
high strength magnet (≈0.8 T, 10 cm) was used as an
electron energy spectrometer. The tape is made of poly-
imide plastic and is 25 μm thick. It has a transmission of
over 90% for x-ray energies over 5 keV. Two example
electron spectra can be seen in Fig. 1(b). The x-ray
spectrum was measured with high resolution using the
reflection from a crystal (protected from laser damage by
the sacrificial tape drive) or directly imaged through a set of
metallic filters to estimate the broadband spectrum [34].
The high-resolution spectral measurements of the x rays
were made over a range of ≈80 eV. A 100 μm thick HAPG
(highly annealed pyrolytic graphite) crystal with ≈0.1°
mosaic spread on a 2 × 6 cm BK7 substrate was used.
Mosaic crystals (as opposed to perfect crystals) are made up
of many smaller crystallite planes that have a random
nature to their orientation. The angles of these planes are
seen to have a normal distribution with a width of less than
a degree. However, this spread in crystallite angles through-
out the crystal structure is responsible for increasing
the reflection efficiency, as the Bragg condition for any

FIG. 1. (a) Experiment setup. The LWFA x rays can be measured on axis or with a high-resolution crystal spectrometer. (b) Electron
spectra where, for the first stage of the gas cell, ne ¼ 1.2 × 1018 cm−3 (top) and ne ¼ 2.6 × 1018 cm−3 (bottom).

PHYSICAL REVIEW LETTERS 123, 254801 (2019)

254801-2

given photon wavelength can now be satisfied over a larger
surface area of the crystal. This effect is known as
quasifocusing and provides reflection efficiencies of over
10 times that of a perfect crystal, while maintaining the
high-spectral resolution if used in a 1-to-1 geometry [36].
See Fig. 2(a) for an illustration of this operation. The source
to crystal (and crystal to detector) distance was 41! 1 cm.
Ray-tracing simulations estimate the instrument function of
this spectrometer to have a width of ≈2.2 eV, consistent
with the estimates of Zastrau et al. [37]. This resolution is
dominated by quasifocusing of the mosaic crystal, as
opposed to the single crystal plane broadening or source
broadening effects (as the LWFA source is on the order of
microns). By using a single high-reflectivity optic we have
optimized the overall efficiency of the x-ray detector while
maintaining high-spectral resolution. A 10 μm thick tita-
nium sample strip was placed in front of the CCD to record
absorption features around its K edge (4966 eV).
For plasma densities of ne ¼ 1.2 × 1018 cm−3 and ne ¼

2.3 × 1018 cm−3 in the first and second cell stages, respec-
tively, electron beams with a maximum energy at 1.2 GeV
and a divergence of 1 mrad were observed on the magnetic
spectrometer [see Fig. 1(b), top]. However, we found that
we were able to generate 10 times more x-ray flux by
increasing the plasma density to 2.6 × 1018 cm−3 in both
stages. At this density, the observed electron beam had a
lower maximum energy, but a greater total charge and
transverse momentum [see Fig. 1(b), bottom]. This also
increased the x-ray divergence to ≈15 mrad FWHM. As
the divergence of the x-ray source provides the range of
different incident angles upon the crystal spectrometer and
the spectral spread of the detector is achieved by satisfying
the Bragg condition at different angles, a more divergent
beam leads to a wider accessible spectral range. For the
high-flux shots the direct filter pack measured a mean
critical energy of Ecrit ¼ 9.9! 1.5 keV, and the entire
beam contained ð7.2! 2.8Þ × 105 photons=eV at 5 keV,
comparable to the highest x-ray flux observed in previous
LWFA measurements [30,38]. The shot-to-shot standard
deviation here is combined with the systematic errors in
quadrature.

A single-shot image from the crystal spectrometer can be
seen in Fig. 2(b). It has been background corrected, and the
spatial variations in the signal due to the mosaic crystal
structure have been folded out (see Supplemental Material
for further details [39]). The horizontal axis corresponds to
the x-ray energy, while the vertical axis provides spatial
information perpendicular to the dispersion direction. The
shadow of the titanium sample foil along the central region
provides the absorption profile around the inner K shell,
whereas the direct signal either side measures the x-ray
yield and smoothness.
In the direct signal region for the brightest shot, we

measure ð1.2! 0.2Þ × 106 photons=eV. Assuming a
Poisson distribution, the random statistical noise should
be

ffiffiffiffiffiffiffiffi
Nph

p
, where Nph is the number of photons; i.e., we

should have a signal-to-noise level of ≈1100∶1 per eV. Our
direct signal exhibits a signal-to-noise ratio of 300∶1
(standard deviation in the photon yield per eV, 0.34% of
the signal level). One of the main contributions to the noise
comes from an underlying background that is combined
with the x-ray signal from the crystal reflection. This noise
is present even on shots where the x-ray crystal (but not the
CCD) was removed from the beam line, indicating that the
source is not inherent to the measurement. The background
is seen to scale linearly with the total charge of the electron
beam. Single-hit photon analysis of low-charge shots also
suggest that the CCD hits are from a broad spectra of hard x
rays and occasional high-energy particle hits. This is
consistent with the accelerated electrons interacting with
the target chamber and creating secondary particles which
produce the background noise. The measured standard
deviation noise on an x-ray shot (with the crystal in place)
is found to be on average ≲12% higher than that of a
background shot (without the crystal). Assuming the noise
sources add in quadrature, this suggests the statistical noise
inherent in the betatron signal is less than half of the
electron beam produced background noise. σsignal ¼

σbg
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðσall=σbgÞ2 − 1

q
. Importantly, it should therefore be

possible to significantly reduce the background with
improved shielding and appropriate electron beam dumping.
Figure 3 depicts the measured absorption profile for a

single shot (solid black curve). It is compared alongside
reference data for titanium taken previously at a synchro-
tron facility [40] (dotted red curve). To facilitate the
comparison we have used a standard XANES procedure
for normalizing the profile [41]. This has the added benefit
of not requiring a direct spectrum (no sample absorption) to
be measured, as long as the signal is relatively smooth and
stable (a key strength of the betatron radiation from the
LWFA). The reference data, which already have an inherent
instrument width, have had a 2 eV FWHM instrument
function applied (to match our detector resolution).
The single-shot measurement provides a clear match to

the rising slope structure (<4970 eV) as well as emulating

FIG. 2. (a) Illustration of mosaic quasifocusing. Solid rays
depict a single wavelength focused at the detector. Dashed rays
indicate the minimum or maximum wavelength (dictated by the
source divergence). (b) Single-shot crystal spectrometer image
corrected for the crystal reflectivity profile.
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the preedge feature at 4967 eV. This preedge feature is
a set of forbidden transitions into the 3d shell, allowed by
3d − 4p mixing, and provides information about the
bonding properties of the sample [16]. The underlying
slope of the edge corresponds to the density of free states,
and provides the temperature of the electron distribution
(which was 300 K in our case).
To examine the profile we fit various structures to the

different aspects of its shape. First we fit a sigmoid function
to replicate the Fermi distribution of the electrons, where
the width is proportional to the temperature. We fit a double
Gaussian to the two preedge forbidden transitions, and a
fifth-order polynomial to the oscillatory component of the
XANES interference features after the edge. Figure 3(b)
illustrates the double Gaussian fit after the sigmoid sub-
traction. These fit components are combined and an error
bar equal to the standard error of the fit combined with the
error in the crystal reflectivity is added; see Fig. 3, dashed
blue line and gray shaded areas, respectively. This fitting
procedure allows us to quantify how well our data agree
with the reference data.
We assess our resolution on a single shot, by studying the

fitting fluctuations over several consecutive shots. We
observe a fit to the edge position with a standard error
of 0.17 eV. The standard deviation in the position of the
foot (10% value) before the preedge features is 0.28 eV.
Assuming a Fermi distribution of the electrons we estimate
this would allow a resolvable change in electron temper-
ature of ≈0.4 eV on a single shot. The amplitude of the
preedge Gaussians has an 18% error. In summary, on a

single-shot measurement we are capable of quantitatively
resolving electronic structure information and electron
temperature with sub-eV accuracy.
The postedge modulations in the profile also contain

valuable information regarding the ion component of the
sample. It has been estimated that a signal-to-noise ratio of
1000∶1 is required to make a high-quality EXAFS meas-
urement of the ion peak beyond the edge, with good
statistics [42]. We can emulate the expected improvements
to the signal-to-noise ratio that will be achieved with
improved electron beam shielding by averaging the data
over 11 shots. The inset of Fig. 3 depicts the measured
absorption profile (solid black curve), our resulting fit (blue
dashed curve) with shaded error bars, and the synchrotron
reference (red dotted curve) [40]. The error magnitude in
the signal region postedge has been reduced by a factor of
2. From the noise discussion before, it was seen that the
background noise present in our data contributes at least
twice that of the x-ray signal from the crystal reflection.
Therefore, a signal-to-noise ratio similar to the integrated
shots should be achieved (or bettered) for a single shot with
an improved electron beam dump and detector shielding.
The contrast in the absorption profile can also be improved
by a factor of 2 by choosing an optimal sample thickness
(1=e absorption depth). From comparison to a range of
density functional theory (DFT) simulations at different ion
temperatures, the resolution achieved in the postedge
modulation structure (assuming noise reduction) should
be sufficient to see a change of ≈0.5 eV in ion temperature
(via the “flattening” of the modulation structure). This is
extremelyvaluable information, especially in tandemwith the
electron temperature accessed via the absorption edge slope.
With that in mind, we discuss the possibility of inves-

tigating a nonequilibrated HED sample. Figure 4 depicts
DFT results for titanium using python based projector-
augmented wave method (GPAW) [43]. A 3 eV instrument
function is applied to (conservatively) emulate experimen-
tal measurements. The normalized absorption profile is

FIG. 3. (a) Single-shot normalized absorption data (solid black
curve) compared to a synchrotron reference measurement [40]
(dotted red curve). The fitted profile for our data is given (dashed
blue curve) with the light blue area indicating the measurement
error. (b) Double Gaussian fit to the preedge features. (c) The
same result as in (a), but averaged over 11 shots.

FIG. 4. DFT simulations for titanium at various heating con-
ditions (room temperature, nonequilibrated, and T ¼ 1 eV).
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Ti K-edge

Kettle et al, Phys Rev Lett 123, 254801 (2019)



Outline

Laser-accelerated electron beams for radiotherapy

Betatron X-rays for imaging and spectroscopy

Other light sources based on plasma accelerators



Hard X-rays from Compton scattering

N D Powers et al, Nature Photonics 8, 28–31 (2014) K Khrennikov et al, PRL 114, 195003 (2015)



Compton scattering using only one laser beam

K Ta Phuoc et al, Nature Photonics 6, 308–311 (2012)



Gamma-ray source for radiography

• Laser: 30 TW, 30 fs laser
• Electrons: 100 MeV, 70 pC
• 1 mm tantalum Bremsstrahlung converter
• Image plate detector
• Copper foil enhances gamma detection 

(converts gamma-rays to low-E electrons)

A Ben-Ismail et al, Appl. Phys. Lett. 98, 264101 (2011) 

Radiograph of a dense hollow sphere 
(20 mm diameter tungsten)



Laser-driven soft-X-ray undulator source

Scaling with electron energyScaling with observation angle

M Fuchs et al, Nature Physics 5, 826–829 (2009)



Coherent radiation from an undulator
Electrons in a bunch passing through an undulator can interact with the 
radiation produced by other electrons within the bunch so that 
“microbunches” start to develop, which gives an exponential increase in 
the radiation intensity with distance along the undulator.

To achieve gain require exceptional electron 
beams with simultaneously
Ø High peak current (kA)
Ø Low normalized emittance (<1 mm mrad)
Ø Low energy spread (<1%)

Coherent 
radiation

Slide: A Wolski, CAS 2012



Laser-driven FEL

W Wang et al, Nature 595, 516–520 (2021)

ElectronsFEL



Beam-driven FEL

R Pompili et al, Nature 605, 659–662 (2022)

Electrons FEL



Seeded FEL

M Labat et al, Nature Photonics 17, 150–156 (2023)



Conclusion

High-power lasers needed for plasma acceleration are 
already available as commercial products, and in 

compact setups suitable for space-limited 
environments in industrial or hospital settings. 

Congratulations for joining at this perfect time! 

This is the perfect time to identify key areas where 
compact laser-plasma accelerators can have a deep 

societal impact.


