SNlascore

C. Fremling+ (2021 ApJL 917 L.2) Classified Supernovae: 985 Date: 10-Oct-2022
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C. Fremling+ (2021 ApJL 917 L2)
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C. Fremling+ (2021 ApJL 917 L2)

Deep learning binary classification
of low-resolution SEDM spectra

RNN architecture with
high dropout
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C. Fremling+ (2021 ApJL 917 L2)

Deep learning binary classification
of low-resolution SEDM spectra

RNN architecture with
high dropout

<1 % False positives while
classifying >80% of all SEDM
SN la spectra automatically
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C. Fremling+ (2021 ApJL 917 L2) CDF
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C. Fremling+ (2021 ApJL 917 L2)

Sequence Dropout I-»l BiLSTM Dropout GRU Dropout BiLSTM Dropout Fully .
Input 0.40 32 Hidden Units 0.45 32 Hidden Units 0.35 32 Hidden Units 0.25 Connected Softmax Classifcation

Regression
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Optimized network
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C. Fremling+ (2021 ApJL 917 L2)
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C. Fremling+ (2021 ApJL 917 L2)

Matlab RNN and Python CNN (thanks to M. Coughlin) example SNlascore code:

https://sites.astro.caltech.edu/~cfremling/SNlascore/




Regression for phase of SN la spectra up for grabs! (but somewhat more challenging)

0 12 >ave rigure

15

01 1
'.i!!!;_‘: 10 |
{7
S E;s!!f:g" g
0.08 | i ‘r_igg',gili" 2 -

1) i _vJ":_v';' ‘‘‘‘‘‘ E,, ]
. "we: ""!\! :L-Jfo_- ]
0.06 g |
- B TTE

T
i v 3 - $
I ¢ AU ¢ 5| o
0.02 - 5 iR | | (

-10

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14

Empirical COF  ~ A =|M& Q) Empirical CDF

1 T T — T T 1

.1/-1—,7_-_’ ' i /""_/J )
0.9 B /.J”J n 0.9 B o

0.8} : 0.8}
0.7 / - 0.7 |
06F | : 06

o3| 7 s/ Phase

04 | 0.4} {

F(x)
F(x)

0.3 i "i ) 0.3 B //

’!' 0.2+ ,‘f
0.2} - /

,‘ 0.1}/
0 . 1 -/ - J

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 X



