
Notes on QFT in curved spacetime

Aditya Pathak

March 19, 2023

Abstract

Here we compile notes on quantum field theory in curved spacetime and the
Hawking effect.
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Chapter 1

The Klein Gordon Field

1.1 Overview

A spacetime is considered to contain a black hole if the entire spacetime is not contained in
the causal past of future null infinity. In other words, there exists a region in such a spacetime
from which even light cannot escape. The simplest example of a black hole is the spherically
symmetric Schwartzschild vacuum solution to the Einstein’s equation. Here, despite there being
any matter around, the spacetime exhibits a singularity (at r = 0) and an event horizon (at
r = rs = 2GM). Schwartzschild black hole is essentially an eternal black hole, a classical solution
that is stationary. An eternal black hole left alone will stay the same for eternity. However,
interesting phenomena arise when one attempts to be a bit more realistic and tries to include
matter fields interacting quantum mechanically in such a spacetime. Hawking realized in 1976
that in such a quantum mechanical setting black holes must emit thermal radiation, and will
eventually evaporate away! This astounding observation has led to a flurry of research, especially
to explain an apparent paradox that results from such a behavior — is the evaporation of
black holes due to Hawking radiation in contradiction with the laws of quantum mechanics that
necessitate unitary (information-preserving) evolution of pure states?

In these notes we review the framework of QFT in curved spacetime which will help us
understand the Hawking effect. The central idea is that notion of particles becomes ill-defined in
curved spacetimes. As we will review below, in the flat spacetime, Poincaré symmetry allows
us to formulate QFT from the perspective of global inertial observers, and a notion of particle
can be defined that all such observers agree upon. However, in curved spacetime, these ideas do
not generalize and as a result two observers need not agree on what they call, for example, a
“zero-particle” vacuum state. One must then carefully (re-)formulate QFT in a basis independent
fashion that is not tied to specifics of Minkowski space. It might appear a daunting task to
consider QFT in curved spacetime since already in flat spacetimes field theories, such as a non-
abelian gauge theory, are challenging enough. Fortunately, they key physics behind the Hawking
effect has little to do with non-linearity of the quantum field and this effect can be analyzed
by considering linear (free) scalar fields with the classical solutions obeying the Klein-Gordon
equation. These notes are based on books by Wald [1] and Carroll [2].
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2 Chapter 1 The Klein Gordon Field

1.2 The Klein-Gordon Field

Our goal in this chapter is to reformulate the QFT for linear scalar field in a coordinate invariant
way. We begin with recalling the classical action for Klein-Gordon field in Minkowski spacetime:

S = −1

2

∫
d4x

(
∂aφ∂

aφ+m2φ2
)

(1.1)

where we follow the (−,+,+,+) prescription for the metric signature. The classical equations of
motion are (

�−m2
)
φ = 0 . (1.2)

For flatspace time we can introduce a global inertial coordinate system. Different inertial coordi-
nate systems will be related to each other via spacetime translations and Lorentz transformations.
In this inertial system, we can write the action as

S =

∫
dt L , L =

1

2

∫
d3x

(
φ̇2 −

(
~∇φ
)2 −m2φ2

)
. (1.3)

For convenience, we will replace R3 by a three-torus T 3 with side length L and impose periodic
boundary condition on the scalar field. This allows us to decompose the space-integral above in
Fourier modes

φ
(
t,x
)

= L−3/2
∑
k

φk(t)eik·x , k =
2π

L
(n1, n2, n3) , (1.4)

with the inverse Fourier transform given by

φk(t) = L−3/2

∫
d3x φ(t,x)e−ik·x , (1.5)

and express the Lagrangian in terms of these modes

L =
∑
k

1

2
|φ̇k|2 −

1

2
ω2
k|φk|2 , (1.6)

where

ωk ≡ k2 +m2 . (1.7)

Thus, the linear scalar field is equivalent to collection of (countably) infinitely many decoupled
harmonic oscillators characterized by frequencies ωk. We must then figure out how to deal with
the case of infinite oscillators.

1.3 Classical phase-space and the symplectic structure

Before we consider the quantum theory, let us look closely at the mathematical structure of
the classical solutions. Consider an n-dimensional classical system specified by positions {qi}
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and momenta {pi}. The classical dynamics is governed by the Hamiltonian via the Hamilton’s
equations of motion

dqi
dt

=
∂H

∂pi
,

dpi
dt

= −∂H
∂qi

, (1.8)

The positions and momenta comprise a 2n-dimensional ManifoldM. It will be convenient to
express the 2n coordinates {qi, pi} as y = (q1, . . . qn; p1, . . . pn), such that Eq. (1.8) becomes

dyµ

dt
=

2n∑
ν=1

Ωµν ∂H

∂yν
, Ωµν =

[
0 1n×n

−1n×n 0

]
µν

. (1.9)

For the reasons mentioned above, we will consider free, linear theories. Hence, we limit
our discussion to Hamiltonians that is a quadratic function on yµ which will lead to linear
evolution equations of the coordinates yµ. Each point in the phase-spaceM can be thought of
as representing initial data for the Hamilton’s equations in Eq. (1.8) and gives rise to a unique
solution. One can then identifyM with the manifold of solution space S which contains elements
yi(t) (here the i index labels the solution with yµi (t) being the components). Limiting to quadratic
Hamiltonians gives rise to linear evolution equations of the positions and momenta, such the
solution space acquires a natural vector space structure – linear combinations of solutions to
Hamilton’s equations are also solutions. However, this is also true of any general, coupled linear
first order differential equations. The special property of Hamilton’s equations is that they allow
us to define a symplectic product of two solutions y1(t) and y2(t) that is conserved over the course
of evolution:

s(t) ≡ Ω(y1(t), y2(t)) =
∑
αβ

Ωαβy
α
1 y

β
2 , (1.10)

where Ωαβ is the inverse of Ωµν in Eq. (1.8). It is a straighforward exercise to check using Eq. (1.9)
that for a quadratic Hamiltonian,

H(t; y) ≡ 1

2

∑
µ,ν

Kµν(t)yµyν , (1.11)

the symplectic product of solutions y1,2(t) in Eq. (1.10) is time-independent. In proving this one
makes use of the antisymmetric property of Ωαβ. Thus the vector space of solutions S is now
endowed with a symplectic structure Ω : S × S → R that is conserved and is independent of
the initial time t = 0. This is the basic mathematical structure required for construction of the
quantum theory.

Next, observables are maps f : M → R that are functions of positions and momenta
f
(
{qi}, {pi}

)
. Specifically we will be interested in linear observables, where f ’s are linear

combinations of qi and pi:

f
(
({qi}, {pi})

)
=
∑
i

αiqi + βipi . (1.12)
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Note that the coordinates qi and pi are themselves observables. Limiting to linear observables is
big simplification since later on in generalizing to QFT, these observables will become distributions
and there are technical challenges involved with dealing with products of distributions. Then, all
the linear observables can be expressed in terms of the fundamental observables Ω(y, ·), where
the empty slot is a place-holder for the argument of the observable f . (We have dropped the t
argument of y as its product with another solution is conserved). To see this, we can go back to
the basis {qi, pi} and write Eq. (1.10) as

Ω(y1, y2) =
∑
µ

(
p1µq2µ − p2µq1µ

)
, (1.13)

such that the function f in Eq. (1.12) is given by

f(y) = Ω
(
(−β1,−β2, . . . ,−βn;α1, . . . αn) , y

)
(1.14)

The Poisson brackets of positions and momenta qi and pi,

{qi, qj} = {pi, pj} = 0 , {qi, pj} = δij , (1.15)

now in terms of Ω(y, ·) become{
Ω(y1, ·),Ω(y2, ·)

}
= −Ω(y1, y2) . (1.16)

The advantage of expressing the position and momentum observables in terms of Ω(y, ·) is that
the above equation holds independently of the choice of the coordinates on the phase spaceM.

1.4 Quantum theory of infinite oscillators

To construct the quantum theory we will first have to choose a Hilbert space F of states and
hermitian operators f̂i : F → F that correspond to classical observables fi. The Poisson bracket
relations in the classical theory now become commutation relations on quantum operators. The
canonical commutation relations are now given by[

Ω̂(y1, ·), Ω̂(y2, ·)
]

= −iΩ(y1, y2) , (1.17)

where the right hand side Ω(y1, y2) is a number and Ω̂(yi, ·) are hermitian operators corresponding
to the classical observables Ω(yi, ·).

Let us recall that Hamiltonian for a 1 dimensional simple harmonic oscillator oscillating with
frequency ωi is given by

H =
1

2
p2
i +

1

2
ω2
i q

2
i . (1.18)

We can directly start with canonical commutation relations in terms of q̂ and p̂ operators and
rewrite the above result as the Hamiltonian operator in the quantum theory. To proceed further
we then introduce the non-hermitian annihilation operator

ai =

√
ωi
2
qi + i

√
1

2ωi
pi , (1.19)
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with the spectrum given by

|n〉 =
1√
n!

(
a†i
)n|0〉 , (1.20)

where the nth state satisfies H|n〉 = (n+ 1/2)ωi. Thus, in order to construct the Hilbert space F
of the scalar field, we might simply consider taking tensor product of Hilbert spaces for each of
the oscillator mode. For example, for n decoupled oscillators the Hilbert space of the combined
system can be taken to be

F = F1 ⊗ . . .⊗Fn . (1.21)

where Fi is the Hilbert space of a single oscillator with frequency ωi. While this is okay for
finite number of oscillators, it turns out that the product above does not generalize suitably
to the case of infinite number of oscillators. Such a generalization turns out to yield a Hilbert
space that is too large. Similar to how a collection of an infinite string of binary digits 0 and 1

is uncountable, a Hilbert space that includes all states of countably infinite oscillators has an
uncountable dimension. We would rather start differently and consider a minimalist approach of
finding a Hilbert space that yields sensible results for observables that we are interested in. See
the introductory discussion in Ref. [3] for more details.

Thus, we will consider an alternative construction that yields a Hilbert space that coincides
with Eq. (1.21) for finitely many oscillators, but can be straightforwardly generalized to the
infinite case. The only technical difference between this construction we are about to describe and
the one above is that the Hamiltonians differ in the two cases by an additive constant. Essentially,
the construction below will result in a Hamiltonian which sets the vacuum energy to zero, as
opposed to 1

2ωi for the one above. This additive constant, though infinite in the case of infinitely
many oscillators, is not a cause for concern.

The starting point of the alternative construction is to consider all the frequencies {ωi} at
once via the solution space S, instead of first considering all the resonances ωi, 2ωi, . . . of a given
oscillator and then the tensor product as in Eq. (1.21). In the language of describing the classical
system above, we consider 2n-dimensional phase-space of positions and momenta (which are
equivalent to the scalar field value and its derivative). Note that in the classical theory the
solutions y ∈ S are real. For example, for initial conditions (q, p) = (0, a) at t = 0, the classical
solution is given by,

q(t) =
a

ω
sin(ωt) , p(t) = q̇(t) = a cos(ωt) . (1.22)

The first step towards constructing the Hilbert space is to complexify the solution space S to SC.
Thus, we will also allow for complex solutions in SC, e.g. y(t) = ae±iωt. On this 2n-dimensional
complex vector space, we define the map (, ) : SC × SC → C(

y1, y2

)
≡ −iΩ

(
ȳ1, y2

)
. (1.23)

where ȳ1 is the complex conjugate of the solution y1. Recall that a Hilbert space is a vector
space which is complete in the norm associated to an inner product. A property of inner product
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is that it be positive definite, i.e. 〈ψ,ψ〉 ≥ 0. The map above in Eq. (1.23) however fails to be
positive definite for “negative frequency solutions”. For example, for y−(t) = (ae+iωt, iωae+iωt)

for ω > 0, using Eq. (1.13) we have

(y−, y−) = −i
((
− iωae−iωt

)
ae+iωt −

(
+ iωae+iωt

)(
ae−iωt

))
= −2ωa2 . (1.24)

On the other hand positive frequency solutions y+ = (ae−iωt,−iωae−iωt) have positive norm, and
are orthogonal to negative frequency solutions:

(y+, y+) = +2ωa2 , (y+, y−) = 0 . (1.25)

Thus, we can restrict our attention to positive frequency solutions and use Eq. (1.23) to define
an inner product. Then we can consider Hilbert space completion of in the associated norm to
obtain a complex Hilbert space H. Thus H only consists of positive frequency solutions of SC.
Then the Hilbert space that we’ve been seeking for the complete set of decoupled oscillators is
the symmetric Fock space associated with H:

Fs(H) =
∞⊕
n=0

( n⊗
s
H
)

(1.26)

We represent elements of H as ξa which are normalized to 1. These elements are simply the
solutions

ξi(t) =
1√
2ωi

e−iωit . (1.27)

The elements of the symmetric Fock space are then written as

Ψ =
(
ψ,ψa1 , ψa1a2 , . . . , ψa1...an , . . .

)
, ψa1...an = ψ(a1...an) . (1.28)

We are considering symmetrized products since we are dealing with bosons. For n = 0, we simply
have complex numbers such that ψ ∈ C in the above equation. The solutions with n > 1 can be
interpreted as “multi-particle” state. Now, recall that elements of H are simply positive frequency
solutions in SC. For each ξa ∈ H we have a corresponding negative frequency solution ξ̄a. In
this index notation in which the inner products are written as (ξ, η) = ξ̄aη

a. We can equivalently
define the norm on the negative frequency solutions to be opposite of Eq. (1.23), which defines
the conjugate Hilbert space H.

Now, we define the annihilation operator a(ξ̄a) : Fs(H)→ Fs(H) associated with ξ̄ as

a(ξ̄)Ψ =
(
ξ̄aψ

a,
√

2ξ̄aψ
aa1 ,
√

3ξ̄aψ
(aa1a2), . . .

)
. (1.29)

Likewise, the creation operator associated with ξa ∈ H, a†(ξa) : Fs(H)→ Fs(H) is defined via

a†(ξ)Ψ =
(
0, ψξa1 ,

√
2ξ(a1ψa2),

√
3ξ(a1ψa2a3), . . .

)
. (1.30)
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Notice that the annihilation operator removes the entry ψ for n = 0 in Ψ, where as the creation
operator does not have the n = 0 entry in its range – as we would have expected. It is a fun
exercise to verify that [

a(ξ̄), a†(η)
]

= (ξ, η)I . (1.31)

Where the right hand side is the number (ξ, η) times the identity operator. This can be proved
using the relation

ξ̄aη
(aψa1...an) =

1

n

[
ξ̄aη

aψ(a1...an) + (n− 1)η(a1 ξ̄aψ
(aa2...an))

]
. (1.32)

Having defined the creation and annihilation operators associated with elements of H, the
Heisenberg picture position and momentum operators on Fs(H) are given by

qiH(t) = ξi(t)ai + ξ̄i(t)a
†
i (1.33)

piH(t) =
d
dt
qiH(t) . (1.34)

where ai = a(ξ̄i) associated with the oscillator with frequency ωi. Note that qiH(t) and piH(t)

inherit their time dependence from the pre-factors ξi(t) whereas the operators ai, a
†
i are associated

with the solution ξi which exists for all times, and hence are time-independent. It is straightforward
to check using Eq. (1.32) that these operators satisfy canonical commutation relations of position
and momentum operators.

We can also express the fundamental linear observables Ω̂(y, ·) acting on states in Fs(H) in
terms of creation and annihilation operator. For each y ∈ S the Schrödigner picture operator
representing the classical observable Ω(y, ·) is given by

Ω̂(y, ·) = ia
(
y−
)
− ia†(y+) , (1.35)

where y± are the positive and negative frequency parts of the solution y(t) at t = 0. We can
verify this by noting that from Eqs. (1.12) and (1.14), qiH(t) in Eq. (1.33) is the observable
corresponding to setting pth

i component of y(t) equal to one at t = 0. So we begin with a solution
ψ(t) such that ψ̇(t = 0) = 1. Hence, ψ = 1/ωi sinωit. Thus, the positive and negative frequency
parts are given by

ψ+(t) =
i

2ωi
e−iωit , ψ−(t) = − i

2ωi
e+iωi . (1.36)

Because a(ξ̄i) and a†(ξi) are linear in ξ̄a and ξa, we simply have

a(ψ−(t = 0)) = − i√
2ωi

ai , a†(ψ+(t = 0)) =
i√
2ωi

a†i , (1.37)

such that

Ω̂
(
ψ, ·
)

=
1√
2ωi

ai +
1√
2ωi

a†i

= qiH(t = 0) . (1.38)
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Accordingly, the Heisenberg picture operators are given by

Ω̂H(y, ·) = ia
(
yt−
)
− ia†(yt+) . (1.39)

Here the time dependence arises from the solution yt whose initial data at t = 0 is y(−t).
We close this section by using the above Hilbert space construction for infinite, decoupled

oscillators to write down the quantum theory of the scalar field. We first note that because we
are considering a real scalar field the modes for k and −k are related as

φ̄k = φ−k , (1.40)

and secondly that in Eq. (1.6) we have two independent sets of oscillators corresponding to
“positions”

√
2<(φk) and

√
2Im(φk). The factor of

√
2 arises since the sum runs over both k

and −k. Both sets of oscillators have solutions that can be written in terms of annihilation and
creation operators defined above. It is convenient to work with the combination

ak =
1√
2

(
bk + ick

)
, (1.41)

where bk are annihilation operators associated with
√

2<(φk) oscillators and ck for
√

2Im(φk).
These two sets of oscillators are precisely what we saw above and we have simply relabeled the
frequencies ωi → ωk. Then it follows that the scalar field φ̂(t,x) has the formal solution:

φ̂(t;x) =
∑
k

(
ψk(t,x)ak + ψ̄i(t,x)a†k

)
, (1.42)

where in analogy to Eq. (1.27), ψk and ψ̄k are the normalized positive and negative frequency
plane wave solutions to the Klein-Gordon equation:

ψk ≡
1

L3/2
√

2ωk
e+ik·x−iωkt . (1.43)

The new distinction from Eq. (1.27) is that they carry an additional x dependence.
Similarly, our fundamental observables on the Klein-Gordon field are given by

Ω̂
(
ψ, ·
)

= ia(ψ−)− ia†(ψ+) , (1.44)

Ω̂H

(
ψ, ·
)

= ia(ψt−)− ia†(ψt+) .

Here ψ is a generic solution to the Klein-Gordon equation.
We can now ask how the above mode decomposition looks like for another observer within the

family of global inertial observers. The two observers relate their coordinate systems via Lorentz
transformations. Suppose the coordinates of two observers are related as x′µ = Λµ

νxν and the
unprimed observer is interested in performing measurement Ω̂(ψ, ·) using a solution ψ of the
Klein-Gordon equation. We can decompose the solution into positive and negative frequencies
plane wave basis:

ψ(x) =
∑
k

(
αkψk(x) + βkψ̄k

)
, (1.45)
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such that

Ω̂(ψ, ·) =
∑
k

(
αkΩ̂(ψk, ·) + βkΩ̂(ψ̄k, ·)

)
(1.46)

= Ω̂
(
ψ′, ·

)
. (1.47)

Here ψ′ is the solution observed by the primed observer:

ψ′(x′) =
∑
k

(
αΛ−1kψk(x′) + bΛ−1kψ̄k(x′)

)
. (1.48)

In particular, if the unprimed observer finds a one-particle state with momentum k such that only
αk = 1 and the rest vanishing, then the primed observer will observe a one-particle state with
momentum Λk and frequency γωk. This is of course expected, but we would like to stress that
both the observers agree on the notion of particles, and only the momenta and frequencies shift.
Accordingly, both will agree on what constitutes a vacuum state and if a solution has positive
or negative frequency. This feature, however, is only specific to global inertial observers in flat
spacetime, and as we will see in the following sections, it does not hold for curved spacetimes or
noninertial observers.

Finally, we make some remarks concerning subtleties associated with the above generalization
to the infinite oscillators case. Unlike the case of a finite number of harmonic oscillators, the
complexification of the space of real solutions to Klein-Gordon equation and its decomposition
into positive and negative frequency solutions is not straightforward procedure as the space of
positive frequency solutions cannot be simply identified after complexifying S to SC. Furthermore,
the solution written above in Eq. (1.42) in the plane-wave basis does not converge. One can
nevertheless view it as a formal solution, and make sense of it by “smearing” it with test functions
f : R4 → R with compact support. This procedure of smearing allows us to make sense of the linear
observables Ω̂(ψ, ·). However, this problem becomes particularly severe for non-linear functions.
Note that in the alternative construction we did not bother writing down the expression of the
Hamiltonian. The Hamiltonian, or more generally the energy momentum tensor T ab associated
with the Klein-Gordon field is a quadratic function of field operators. Products of distributions
are not mathematically well-defined and must be treated with great care. The calculation of
expectation value of energy momentum tensor is relevant for “back-reaction” effects which enters
the Einstein’s equation in the semi-classical picture. We do not review these subtleties here and
refer to Ref. [1] for more details.



Chapter 2

The Unruh Effect

The Klein-Gordon equation can be suitably generalized to the case of curved spacetime by using
the invariant volume element

√−gd4x in Eq. (1.1) and possibly including linear couplings of the
scalar field with Ricci curvature R. We will restrict to spacetimes where the classical dynamics
of the curved spacetime Klein-Gordon equation (with covariant d’Alembertian) is unique to
initial values of the field on a Cauchy hypersurface Σ. Given presence of such a hypersurface,
the value of field at any location in the spacetime can be back-tracked or forward-tracked to its
value on Σ at t = 0. The key subtlety, however, is that there is no unique or preferred choice of
decomposition of these classical solutions into positive and negative frequencies. Such a choice is
in fact closely tied to the choice one makes for defining the inner product in Eq. (1.23) on the
space of classical solutions (suitably complexified). For finite dimensional case, it can be shown
that different choices of inner products leads to unitary equivalent Hilbert spaces (discussed
below). This however no longer continues to be true for infinite dimensional case. Hence, it is
natural to ask how QFT formulations in two different bases are related. For the Minkowski case
we considered in the previous section we were guided by a preferred choice of the inner product
by taking a spacelike Cauchy surface of flat Euclidean space at t = 0 and decomposing in the
plane-wave basis. In this chapter after an abstract discussion of this problem we will describe
the Unruh effect where a noninertial observer finds a dramatically different description of the
ordinary Minkowski vacuum state as a thermal, multiparticle state.

2.1 Unitary equivalence

We will restrict ourselves to choice of bases that lead to unitary equivalent descriptions (defined
below). This is also relevant for defining the S-matrix where one is interested in relating
descriptions via Fock spaces Fs(Hin) and Fs(Hout) suitable for describing incoming and outgoing
states. The S-matrix in this case only well-defined if these two descriptions are unitary equivalent.

For now, we will keep the notation abstract and demonstrate the working of the machinery
via an explicit example of Unruh effect in the following section. For concreteness, consider two
unitary equivalent decompositions H1 and H2 of the complexified solution space SC of the curved
space Klein-Gordon equation1. We then consider the resulting Fock spaces F1 = Fs(H1) and
F2 = Fs(H2) and the linear operators Ω̂i(ψ, ·) : Fi → Fi. Here we write SC = H1⊕H̄1 = H2⊕H̄2.
The spaces Hi and H̄i define the decomposition of solutions into respective positive and negative

1It should be kept in mind that, in line with the remark made earlier, SC is not a straightforward complexification
of the real solution space S. We will however continue to gloss over this subtlety.

10
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frequencies. The statement that the two descriptions are unitary equivalent is that there exists a
unitary operator U : F1 → F2 such that for all ψ ∈ SC,

U Ω̂1

(
ψ,
)
U−1 = Ω̂2(ψ, ·) . (2.1)

To proceed further, we define the projections K1 : SC → H1 and K̄1 : SC → H̄1 that project
a solution into positive and negative frequency components (according to the inner product
defining H1). Likewise we define K2 and K̄2 for H2. These projections are orthogonal such that
KiK̄i = K̄iKi = 0. The inner product on Hi of the complexified space SC is defined analogously
to Eq. (1.23) as

(
Kiψ1,Kiψ2

)
Hi
≡ −iΩ

(
Kiψ1,Kiψ2

)
. (2.2)

Equivalently, the projection operators Ki ensure that this inner product remains positive definite.
The above equation may seem somewhat circular in defining the projection operators and the
inner products. However, the bottom line is that there are different ways of splitting the
complexified solution space on which the above inner product of projections of ψ1,2 on Hi is
positive. Equivalently, on the conjugate space H̄i, the inner product is defined to be negative of
above

(K̄iψ1, K̄iψ2)H̄i ≡ +iΩ
(
K̄iψ1, K̄iψ2

)
. (2.3)

Hence the statement of Eq. (2.1) becomes

U
[
ia1

(
K̄1ψ

)
− ia†1

(
K1ψ

)]
U−1 = ia2

(
K̄2ψ

)
− ia†2

(
K2ψ

)
, (2.4)

where ai and a
†
i are annihilation and creation operators of the Fock spaces Fs(Hi). Here the key

point is that a positive frequency solution corresponding to H1 decomposition will in general
have both positive and negative frequency components in the basis of H2 and H̄2 Hilbert spaces.
Let us now then define restrictions of the projections Ki and K̄i on subspaces Hj for i 6= j:

A : H2 → H1 , B : H2 → H̄1 , (2.5)

C : H1 → H2 , D : H1 → H̄2 ,

where A and B are restrictions of K1 and K̄1 on H2. Likewise, C and D are restrictions of K2

and K̄2 on H1. For example, for χ ∈ H1, Cχ = K2χ. Accordingly the restrictions on conjugate
Hilbert spaces H̄i are written as

Ā : H̄2 → H̄1 , B̄ : H̄2 → H1 , (2.6)

C̄ : H̄1 → H̄2 , D̄ : H̄1 → H2 ,

We show these projections schematically in Fig. 2.1.
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<latexit sha1_base64="/JdM1vjIHdRj/hDJet4LSvKnjuI=">AAAB9HicbVDLSgMxFL2pr1pfVZdugkVwVWbE17LopssK9gHtUDJppg3NZMYkUyhDv8ONC0Xc+jHu/Bsz7Sy09UDgcM693JPjx4Jr4zjfqLC2vrG5Vdwu7ezu7R+UD49aOkoUZU0aiUh1fKKZ4JI1DTeCdWLFSOgL1vbH95nfnjCleSQfzTRmXkiGkgecEmMlrxcSM6JEpPVZ3+2XK07VmQOvEjcnFcjR6Je/eoOIJiGThgqiddd1YuOlRBlOBZuVeolmMaFjMmRdSyUJmfbSeegZPrPKAAeRsk8aPFd/b6Qk1Hoa+nYyC6mXvUz8z+smJrj1Ui7jxDBJF4eCRGAT4awBPOCKUSOmlhCquM2K6YgoQo3tqWRLcJe/vEpaF1X3unr1cFmp3eV1FOEETuEcXLiBGtShAU2g8ATP8ApvaIJe0Dv6WIwWUL5zDH+APn8Aq72SDA==</latexit>H1

<latexit sha1_base64="gZEctjzhRqZ3v4H2qprgB2z6ldk=">AAAB/HicbVDLSsNAFL2pr1pf0S7dDBbBVUnE17LopssK9gFNCJPppB06eTAzEUKov+LGhSJu/RB3/o2TNgttPTBwOOde7pnjJ5xJZVnfRmVtfWNzq7pd29nd2z8wD496Mk4FoV0S81gMfCwpZxHtKqY4HSSC4tDntO9P7wq//0iFZHH0oLKEuiEeRyxgBCsteWbd8bHInRCrCcE8b89mnu2ZDatpzYFWiV2SBpToeOaXM4pJGtJIEY6lHNpWotwcC8UIp7Oak0qaYDLFYzrUNMIhlW4+Dz9Dp1oZoSAW+kUKzdXfGzkOpcxCX08WKeWyV4j/ecNUBTduzqIkVTQii0NBypGKUdEEGjFBieKZJpgIprMiMsECE6X7qukS7OUvr5LeedO+al7eXzRat2UdVTiGEzgDG66hBW3oQBcIZPAMr/BmPBkvxrvxsRitGOVOHf7A+PwB/8WVAg==</latexit>

H̄1

<latexit sha1_base64="tpvsa4f/eXkadvjHK1xugSr0p4Y=">AAAB/HicbVDLSsNAFJ34rPUV7dJNsAiuSlJ8LYtuuqxgH9CEcDOdtEMnkzAzEUqIv+LGhSJu/RB3/o2TNgttPTBwOOde7pkTJIxKZdvfxtr6xubWdmWnuru3f3BoHh33ZJwKTLo4ZrEYBCAJo5x0FVWMDBJBIAoY6QfTu8LvPxIhacwf1CwhXgRjTkOKQWnJN2tuACJzI1ATDCxr57nf9M263bDnsFaJU5I6KtHxzS93FOM0IlxhBlIOHTtRXgZCUcxIXnVTSRLAUxiToaYcIiK9bB4+t860MrLCWOjHlTVXf29kEEk5iwI9WaSUy14h/ucNUxXeeBnlSaoIx4tDYcosFVtFE9aICoIVm2kCWFCd1cITEICV7quqS3CWv7xKes2Gc9W4vL+ot27LOiroBJ2ic+Sga9RCbdRBXYTRDD2jV/RmPBkvxrvxsRhdM8qdGvoD4/MHAViVAw==</latexit>

H̄2

<latexit sha1_base64="/+zj/djJgJtbnIgx0DPhBjZdRp4=">AAAB+HicbVDLSsNAFL3xWeujUZduBovgqiTF17LopssK9gFtCJPppB06mYSZiVBDv8SNC0Xc+inu/BsnbRbaemDgcM693DMnSDhT2nG+rbX1jc2t7dJOeXdv/6BiHx51VJxKQtsk5rHsBVhRzgRta6Y57SWS4ijgtBtM7nK/+0ilYrF40NOEehEeCRYygrWRfLuSDSKsxwTzrDmb+XXfrjo1Zw60StyCVKFAy7e/BsOYpBEVmnCsVN91Eu1lWGpGOJ2VB6miCSYTPKJ9QwWOqPKyefAZOjPKEIWxNE9oNFd/b2Q4UmoaBWYyT6mWvVz8z+unOrzxMiaSVFNBFofClCMdo7wFNGSSEs2nhmAimcmKyBhLTLTpqmxKcJe/vEo69Zp7Vbu8v6g2bos6SnACp3AOLlxDA5rQgjYQSOEZXuHNerJerHfrYzG6ZhU7x/AH1ucP8xiTSg==</latexit>H2

<latexit sha1_base64="V3masXaiIPIgEJl5MGIlKY/tJms=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hd3gC09BL0IuEcwDkmWZncwmQ2Zml5lZISz5CC8eFPHq93jzb5wke9DEgoaiqpvurjDhTBvX/XZWVtfWNzYLW8Xtnd29/dLBYUvHqSK0SWIeq06INeVM0qZhhtNOoigWIaftcHQ39dtPVGkWy0czTqgv8ECyiBFsrNSuB149qN4EpbJbcWdAy8TLSRlyNILSV68fk1RQaQjHWnc9NzF+hpVhhNNJsZdqmmAywgPatVRiQbWfzc6doFOr9FEUK1vSoJn6eyLDQuuxCG2nwGaoF72p+J/XTU107WdMJqmhkswXRSlHJkbT31GfKUoMH1uCiWL2VkSGWGFibEJFG4K3+PIyaVUr3mXl4uG8XLvN4yjAMZzAGXhwBTW4hwY0gcAInuEV3pzEeXHenY9564qTzxzBHzifPwjBjrs=</latexit>

K1K2 :

<latexit sha1_base64="t3P7Bo1K+RmSOF3TbywBl80y8Tw=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNryPqxSMk8khgQ2aHBkZmZzczsyZkwxd48aAxXv0kb/6NA+xBwUo6qVR1p7sriAXXxnW/ndzK6tr6Rn6zsLW9s7tX3D9o6ChRDOssEpFqBVSj4BLrhhuBrVghDQOBzWB0N/WbT6g0j+SDGcfoh3QgeZ8zaqxUu+kWS27ZnYEsEy8jJchQ7Ra/Or2IJSFKwwTVuu25sfFTqgxnAieFTqIxpmxEB9i2VNIQtZ/ODp2QE6v0SD9StqQhM/X3REpDrcdhYDtDaoZ60ZuK/3ntxPSv/ZTLODEo2XxRPxHERGT6NelxhcyIsSWUKW5vJWxIFWXGZlOwIXiLLy+TxlnZuyxf1M5LldssjjwcwTGcggdXUIF7qEIdGCA8wyu8OY/Oi/PufMxbc042cwh/4Hz+AJYdjM8=</latexit>

A
<latexit sha1_base64="27aF9gcNyV8Ah3PdmkHdxk/9Dsc=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNryPBi0dI5JHAhswOvTAyO7uZmTUhhC/w4kFjvPpJ3vwbB9iDgpV0UqnqTndXkAiujet+O7m19Y3Nrfx2YWd3b/+geHjU1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hobua3nlBpHssHM07Qj+hA8pAzaqxUr/aKJbfszkFWiZeREmSo9Ypf3X7M0gilYYJq3fHcxPgTqgxnAqeFbqoxoWxEB9ixVNIItT+ZHzolZ1bpkzBWtqQhc/X3xIRGWo+jwHZG1Az1sjcT//M6qQlv/QmXSWpQssWiMBXExGT2NelzhcyIsSWUKW5vJWxIFWXGZlOwIXjLL6+S5kXZuy5f1S9LlWoWRx5O4BTOwYMbqMA91KABDBCe4RXenEfnxXl3PhatOSebOYY/cD5/AJehjNA=</latexit>

B
<latexit sha1_base64="sKmUgaYTO34wWSllBl/7nLwwyOA=">AAAB/HicbZDLSsNAFIZP6q3WW7RLN4NFcFWS4g1XRTeCmwrWFtoQJtNJO3QyCTMToYT6Km5cKOLWB3Hn2zhtI2jrDwMf/zmHc+YPEs6Udpwvq7C0vLK6VlwvbWxube/Yu3v3Kk4loU0S81i2A6woZ4I2NdOcthNJcRRw2gqGV5N664FKxWJxp0cJ9SLcFyxkBGtj+Xa5G2CZ3Yx99wdqF75dcarOVGgR3BwqkKvh25/dXkzSiApNOFaq4zqJ9jIsNSOcjkvdVNEEkyHu045BgSOqvGx6/BgdGqeHwliaJzSaur8nMhwpNYoC0xlhPVDztYn5X62T6vDcy5hIUk0FmS0KU450jCZJoB6TlGg+MoCJZOZWRAZYYqJNXiUTgjv/5UW4r1Xd0+rJ7XGlfpnHUYR9OIAjcOEM6nANDWgCgRE8wQu8Wo/Ws/Vmvc9aC1Y+U4Y/sj6+ASgXlHY=</latexit>

K̄1K̄2 :
<latexit sha1_base64="sM2pP/dxKdqjEU5IPD1RMjZTPlU=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PUi8cI5gHJEmYnvcmQ2dllZlYISz7CiwdFvPo93vwbJ8keNLGgoajqprsrSATXxnW/ncLK6tr6RnGztLW9s7tX3j9o6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0N/VbT6g0j+WjGSfoR3QgecgZNVZqdQOqsptJr1xxq+4MZJl4OalAjnqv/NXtxyyNUBomqNYdz02Mn1FlOBM4KXVTjQllIzrAjqWSRqj9bHbuhJxYpU/CWNmShszU3xMZjbQeR4HtjKgZ6kVvKv7ndVITXvsZl0lqULL5ojAVxMRk+jvpc4XMiLEllClubyVsSBVlxiZUsiF4iy8vk+ZZ1busXjycV2q3eRxFOIJjOAUPrqAG91CHBjAYwTO8wpuTOC/Ou/Mxby04+cwh/IHz+QNTpY+U</latexit>

Ā
<latexit sha1_base64="NU+Mp20gyuA39bzvdlcnZReAU0Q=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2OIF48RzAOSJfROZpMhs7PLzKwQlnyEFw+KePV7vPk3TpI9aGJBQ1HVTXdXkAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqKGvSWMSqE6BmgkvWNNwI1kkUwygQrB2M72Z++4kpzWP5aCYJ8yMcSh5yisZK7V6AKqtP++WKW3XnIKvEy0kFcjT65a/eIKZpxKShArXuem5i/AyV4VSwaamXapYgHeOQdS2VGDHtZ/Nzp+TMKgMSxsqWNGSu/p7IMNJ6EgW2M0Iz0sveTPzP66YmvPUzLpPUMEkXi8JUEBOT2e9kwBWjRkwsQaq4vZXQESqkxiZUsiF4yy+vktZF1buuXj1cVmr1PI4inMApnIMHN1CDe2hAEyiM4Rle4c1JnBfn3flYtBacfOYY/sD5/AFVKo+V</latexit>

B̄

<latexit sha1_base64="Z3gdGnXOtZQVsv+eruFQPjcL+Gg=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hd3gC09BL0IuEcwDkmWZncwmQ2Zml5lZISz5CC8eFPHq93jzb5wke9DEgoaiqpvurjDhTBvX/XZWVtfWNzYLW8Xtnd29/dLBYUvHqSK0SWIeq06INeVM0qZhhtNOoigWIaftcHQ39dtPVGkWy0czTqgv8ECyiBFsrNSuB9V64N0EpbJbcWdAy8TLSRlyNILSV68fk1RQaQjHWnc9NzF+hpVhhNNJsZdqmmAywgPatVRiQbWfzc6doFOr9FEUK1vSoJn6eyLDQuuxCG2nwGaoF72p+J/XTU107WdMJqmhkswXRSlHJkbT31GfKUoMH1uCiWL2VkSGWGFibEJFG4K3+PIyaVUr3mXl4uG8XLvN4yjAMZzAGXhwBTW4hwY0gcAInuEV3pzEeXHenY9564qTzxzBHzifPwjEjrs=</latexit>

K2K1 :

<latexit sha1_base64="Ah8SWUiCptj5gmV8fKTUKTRYeOk=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNryORi0dI5JHAhswOvTAyO7uZmTUhhC/w4kFjvPpJ3vwbB9iDgpV0UqnqTndXkAiujet+O7m19Y3Nrfx2YWd3b/+geHjU1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8GoOvNbT6g0j+WDGSfoR3QgecgZNVaqV3vFklt25yCrxMtICTLUesWvbj9maYTSMEG17nhuYvwJVYYzgdNCN9WYUDaiA+xYKmmE2p/MD52SM6v0SRgrW9KQufp7YkIjrcdRYDsjaoZ62ZuJ/3md1IS3/oTLJDUo2WJRmApiYjL7mvS5QmbE2BLKFLe3EjakijJjsynYELzll1dJ86LsXZev6pelyl0WRx5O4BTOwYMbqMA91KABDBCe4RXenEfnxXl3PhatOSebOYY/cD5/AJkljNE=</latexit>

C

<latexit sha1_base64="nKmfocFW39sCTNBvMUhn0TSRLT0=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2NQDx4TMA9IljA76SRjZmeXmVkhLPkCLx4U8eonefNvnCR70MSChqKqm+6uIBZcG9f9dnIrq2vrG/nNwtb2zu5ecf+goaNEMayzSESqFVCNgkusG24EtmKFNAwENoPR7dRvPqHSPJIPZhyjH9KB5H3OqLFS7a5bLLlldwayTLyMlCBDtVv86vQiloQoDRNU67bnxsZPqTKcCZwUOonGmLIRHWDbUklD1H46O3RCTqzSI/1I2ZKGzNTfEykNtR6Hge0MqRnqRW8q/ue1E9O/9lMu48SgZPNF/UQQE5Hp16THFTIjxpZQpri9lbAhVZQZm03BhuAtvrxMGmdl77J8UTsvVW6yOPJwBMdwCh5cQQXuoQp1YIDwDK/w5jw6L8678zFvzTnZzCH8gfP5A5qpjNI=</latexit>

D

<latexit sha1_base64="9Ci3ISo3wshClX7m1DcI+5qu4Hc=">AAAB/HicbZDLSsNAFIZP6q3WW7RLN4NFcFWS4g1XRTeCmwr2Am0Ik+mkHTq5MDMRQoiv4saFIm59EHe+jdM2C239YeDjP+dwzvxezJlUlvVtlFZW19Y3ypuVre2d3T1z/6Ajo0QQ2iYRj0TPw5JyFtK2YorTXiwoDjxOu97kZlrvPlIhWRQ+qDSmToBHIfMZwUpbrlkdeFhkd24jL8DOr1yzZtWtmdAy2AXUoFDLNb8Gw4gkAQ0V4VjKvm3FysmwUIxwmlcGiaQxJhM8on2NIQ6odLLZ8Tk61s4Q+ZHQL1Ro5v6eyHAgZRp4ujPAaiwXa1Pzv1o/Uf6lk7EwThQNyXyRn3CkIjRNAg2ZoETxVAMmgulbERljgYnSeVV0CPbil5eh06jb5/Wz+9Na87qIowyHcAQnYMMFNOEWWtAGAik8wyu8GU/Gi/FufMxbS0YxU4U/Mj5/ACdNlHY=</latexit>

K̄2K̄1 :
<latexit sha1_base64="bLytH41+EpcDcLxWZAHv0AhmcLY=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2MwF48RzAOSJcxOZpMhs7PLTK8QlnyEFw+KePV7vPk3TpI9aGJBQ1HVTXdXkEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7G9ZnffuLaiFg94iThfkSHSoSCUbRSuxdQndWn/XLFrbpzkFXi5aQCORr98ldvELM04gqZpMZ0PTdBP6MaBZN8WuqlhieUjemQdy1VNOLGz+bnTsmZVQYkjLUthWSu/p7IaGTMJApsZ0RxZJa9mfif100xvPUzoZIUuWKLRWEqCcZk9jsZCM0ZyokllGlhbyVsRDVlaBMq2RC85ZdXSeui6l1Xrx4uK7W7PI4inMApnIMHN1CDe2hAExiM4Rle4c1JnBfn3flYtBacfOYY/sD5/AFWr4+W</latexit>

C̄

<latexit sha1_base64="GMvkxi/ojcKe2QL+YLiPWKCvIWw=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2NQDx4jmAckS5id9CZDZmeXmVkhLPkILx4U8er3ePNvnCR70MSChqKqm+6uIBFcG9f9dgorq2vrG8XN0tb2zu5eef+gqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7dRvPaHSPJaPZpygH9GB5CFn1Fip1Q2oyu4mvXLFrbozkGXi5aQCOeq98le3H7M0QmmYoFp3PDcxfkaV4UzgpNRNNSaUjegAO5ZKGqH2s9m5E3JilT4JY2VLGjJTf09kNNJ6HAW2M6JmqBe9qfif10lNeO1nXCapQcnmi8JUEBOT6e+kzxUyI8aWUKa4vZWwIVWUGZtQyYbgLb68TJpnVe+yevFwXqnd5HEU4QiO4RQ8uIIa3EMdGsBgBM/wCm9O4rw4787HvLXg5DOH8AfO5w9YNI+X</latexit>

D̄

Figure 2.1 Projections in two different Hilbert space decompositions of the complexified solution space.

We can derive properties of these maps and relation amongst them by considering various
inner products. For χ, ψ ∈ H2,(

ψ, χ
)
H2

= −iΩ
(
ψ̄, χ

)
(2.7)

= −iΩ
(
K1ψ + K̄1ψ,K1χ+ K̄1χ

)
= −iΩ

(
K1ψ,K1χ

)
− iΩ

(
K̄1ψ, K̄1χ

)
=
(
Aψ,Aχ

)
H1
−
(
Bψ,Bχ

)
H̄1

=
(
ψ,A†Aχ)H2 −

(
ψ,B†Bχ

)
H2
,

such that

A†A−B†B = 1 . (2.8)

Now start with χ ∈ H2 and ψ ∈ H̄2:

0 =
(
ψ, χ

)
H2

(2.9)

= −iΩ
(
K1ψ,K1χ

)
− iΩ

(
K̄1ψ, K̄1χ

)
=
(
B̄ψ,Aχ)H1 −

(
Āψ,Bχ

)
H̄1

=
(
A†B̄ψ, χ

)
H2
−
(
B†Āψ, χ

)
H2
,

such that

A†B̄ = B†Ā . (2.10)

Likewise we have

C†C −D†D = 1 , C†D̄ = D†C̄ . (2.11)

Starting with
(
ψ,Aχ

)
H1

with ψ ∈ H1 and χ ∈ H2 we can show

A† = C (2.12)
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and with
(
ψ, B̄χ

)
H1

with ψ ∈ H1 and χ ∈ H̄2 we can show

B̄† = −D . (2.13)

In particular from Eq. (2.8) it follows that A−1 must exist. If not then we could find a non-zero
vector v that evaluates to zero when operated upon by A. By considering

(
v, (A†A−B†B)v

)
we

arrive at a contradiction. Likewise C−1 must exist. The unitary transformation along with these
projection matrices A,B,C,D constitute the so called Bogoliubov transformation.

Using the transformations above we can ask how does the vacuum state in H1 Hilbert space
looks like in the H2 decomposition. We might as well ask how any generic state in H1 is
represented in H2, but it’s easiest to start with vacuum. We essentially would like to know

Ψ = U |0〉1 , Ψ ∈ Fs(H2) , (2.14)

where |0〉1 = (1, 0, 0, . . .)1. We decompose Ψ in terms of its n-particle amplitudes as in Eq. (1.28).
Now we apply Eq. (2.4) for a generic complex solution ψ ∈ SC on Ψ:[

ia2

(
K̄2ψ

)
− ia†2

(
K2ψ

)]
Ψ = U

[
ia1

(
K̄1ψ

)
− ia†1

(
K1ψ

)]
U−1U |0〉 (2.15)

= −iUa†1
(
K1ψ)|0〉 .

Now, we will choose ψ such that K1ψ = 0. Thus, let ψ = χ̄ ∈ H̄1, such that

0 =
[
ia2

(
K̄2χ̄

)
− ia†2

(
K2χ̄

)]
Ψ (2.16)

=
[
ia2

(
C̄χ̄
)
− ia†2

(
D̄χ̄
)]

Ψ ,

Now let C̄χ̄ = ξ̄ ∈ H̄2, and define

E ≡ D̄C̄−1 . (2.17)

Thus we have the solution for all ξ̄ ∈ H2:[
a2

(
ξ̄
)
− a†2

(
E ξ̄
)]

Ψ = 0 (2.18)

Now we simply compare the action of two operators using Eqs. (1.29) and (1.30) and find

ξ̄aψ
a = 0 , (2.19)

√
2ξ̄aψ

aa1 = ψ
(
E ξ̄
)a1 ,

√
3ξ̄aψ

(aa1a2) =
√

2
(
E ξ̄)(a1ψa2) ,

√
4ξ̄aψ

(aa1a2a3) =
√

3
(
Eξ
)(a1ψa2a3) ,

The equations above hold for any ξ̄ ∈ H̄2. The ψ above is simply the vacuum component (a
complex number) of Ψ. Hence, from the first equation we find ψa = 0, and consequently all the
odd particle amplitudes vanish. Hence, we have

Ψ = U |0〉1 =

(
ψ, 0,

1√
2
ψEa1a2 , 0,

√
3 · 1
4 · 2ψE

(a1a2Ea3a4), 0, . . .

)
. (2.20)
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Thus we see that the vacuum state in one can correspond to multi-particle state in the other.
The symmetry property of the solutions are consistent since E can be shown using second of
Eq. (2.11) to be symmetric, E† = Ē .

Crucially, we showed that C−1 exits, and hence C cannot vanish. The requirement for
multiparticle states to be observed from the perspective of H2 decomposition is that E 6= 0, or
in other words D 6= 0. From Eq. (2.5) (or from Fig. 2.1) we see that D corresponds to there
being non-zero negative frequency components in a purely positive frequency solution in H1

decomposition. In our previous analysis of scalar field in flat spacetime, we found that all the
global inertial observers find the same sign of frequencies, and hence share the same notion of
vacuum, single and multi-particle states. To make this clear through an explicit example, in the
next section we will make a comparison between an observer who in the global inertial family
and another one who isn’t.

2.2 The Unruh effect

The preceding discussion suggests that even if we restrict to scalar field in Minkowski spacetime,
a non-inertial observer may not agree with global inertial observers on the particle content of a
given state. A simplest example of a non-inertial observer is that of one moving with uniform
proper acceleration. This example in fact turns out to be useful for the context of Hawking
radiation in the vicinity of black hole. Note that here we are explicitly bringing in a “spurious”
curved spacetime effect by considering an accelerated observer. In the case of black hole, this
effect will be relevant for an inertial, freely falling observer who find themselves in a ‘real’ curved
spacetime next to a black hole.

Consider an global inertial coordinate system xµ and an observer moving with constant proper
acceleration aµ along x direction, where

aµ =
D2xµ

dτ2
=

d2xµ

dτ2
, a2 = α2 . (2.21)

The second equation implies that(d2x(τ)

dτ2

)2
−
(d2t(τ)

dτ2

)2
= α2 . (2.22)

The hyperbolic nature of the equation above suggests a natural parameterization of the coordinates
(t, x) in terms of (η, ξ) defined as

t(η, ξ) =
1

a
eaξ sinh(aη) , x(η, ξ) =

1

a
eaξ cosh(aη) , −∞ < η, ξ <∞ (2.23)

Note that these coordinates cannot cover the entirety of the Minkowski spacetime for the above
ranges of η and ξ, but only the wedge x > |t|. We have left the y, z coordinates the same and
will suppress them below. In terms of these coordinates Eq. (2.22) now becomes

e2aξ
(
a(η̇ − ξ̇)2 − η̈ + ξ̈

)(
a(η̇ + ξ̇)2 + η̈ + ξ̈

)
= α2 (2.24)



2.2 The Unruh effect 15

We have only one equation that constrains η(τ) and ξ(τ) and their derivatives. Exploiting the
freedom, we can consider a simple solution where η̈ = 0 and ξ̇ = ξ̈ = 0. Hence,

eaξη̇2 =
α

a
. (2.25)

We further exploit the remaining freedom to set

η(τ) =
α

a
τ , ξ(τ) = −1

a
ln
(α
a

)
. (2.26)

Thus, in these coordinates, the proper time is proportional to η. The metric in these coordinates
is given by

ds2 = e2aξ
(
− dη2 + dξ2

)
(2.27)

The spacetime expressed in these coordinates is called Rindler space. We see that the metric is
independent of η. Hence, translations along η are isometries, with the Killing vector given by

ba = ∂aη . (2.28)

In the (t, x) coordinates, the components are given by

ba =
( ∂t
∂η
∂at +

∂x

∂η
∂ax

)
= a

(
x∂at + t∂ax

)
. (2.29)

This Killing field generates one-parameter group of Lorentz boost isometries. The vector is
time like in the region |x| > |t| with b2 = −e2aξ. In other regions (η, ξ) coordinates cannot be
employed, but ba in Eq. (2.29) is nevertheless well defined. In the regions |x| < |t| the vector is
space like, and finally on |x| = |t| surfaces it is null. In the region x < −|t| it is time-like but
past directed which can be easily seen by considering ba on the hypersurface Σ defined by t = 0.
We can describe the x < −|t| region by defining

t = −1

a
eaξ
′
sinh(aη′) , x = −1

a
eaξ
′
cosh(aη′) , −∞ < η′, ξ′ <∞ . (2.30)

The primes on the coordinates indicate that they cannot be used elsewhere. The minus signs
ensure that the Killing vector b′a continues to be given by the same expression in Eq. (2.29).
Hence, we see that an observer moving with constant proper acceleration is confined to either
left and right Rindler wedges.

We now go back to the question posed at the end of the previous section – what does the
ordinary Minkowski vacuum state |0〉M look like to our observer with constant proper acceleration.
More specifically, we define H1 in the notation of previous section to be the Hilbert space seen
by global inertial observer with the initial data specified on the Cauchy surface Σ at t = 0.
Accordingly, the solutions in H1 are positive frequency with respect to the ordinary time t. Let
the portions of Σ in the right and left Rinder wedges to be Σ1 and Σ2. As remarked earlier, the
key property of the Cauchy surface Σ is that any causal curve passing through an arbitrary point
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in the spacetime manifold must pass through Σ. Hence, we can associate the solutions of the
Klein-Gordon equation with the initial data on Σ. Furthermore, the initial data on any closed
subset S ⊂ Σ alone determines the solution of any causal curve passing through S. Thus, we can
consider an alternative quantum field construction for all of Minkowski spacetime with the initial
data specified on Σ1 and Σ2 hypersurfaces. Thus, in our second decomposition the Hilbert space
H2 is defined as

H2 = HL ⊕HR , (2.31)

where the HR consists of solutions with initial data specified on Σ1 in the right Rindler wedge,
and that are positive frequency with respect to the generator ba. Likewise, HL is the Hilbert
space of the solutions with initial data specified on Σ2 in the left Rindler wedge that are positive
frequency with respect to −ba (because on Σ2, ba points downwards, towards negative time
evolution). We will write the solutions in this decomposition as

ψ = ψL ⊕ ψR , ψL ∈ HL , ψR ∈ HR . (2.32)

When a solution vanishes in left or right Rindler wedge we simply write

ψL = ψL ⊕ 0 , ψR = 0⊕ ψR . (2.33)

Now, the logical way to proceed would be to solve for the Klein-Gordon equation in these
coordinates,

e2aξ
(
− ∂2

η + ∂2
ξ )φ−m2φ = 0 , (2.34)

in the left and right Rindler wedges, and directly solve for the Bogoliubov transformation matrices
by taking inner products of these solutions on Σ1 and Σ2 with plane wave solutions in the
global inertial coordinates obtained using the entire Σ hypersurface. However, there’s a quicker
way to get directly the matrix Eab defined in Eq. (2.17). It turns out that the solution to the
Klein-Gordon equation (in whichever frame) is uniquely determined by its restriction on the
intersecting null-planes hhhA (x = t) and hhhB (x = −t) [4]. An interesting consequence is that if
the solution on hhhA ∪ hhhB is positive frequency with respect to either the global inertial time t or
the Rindler time η,−η′ (but not necessarily both), then it will remain so throughout the entire
Minkowski space. Thus, we simply need to relate the two sets of solutions, more specifically their
Fourier transforms on hhhA ∪ hhhB with respect to appropriate time coordinates, and thus find the
Bogoliubov transformation matrices.

Now, since we are limiting ourselves to the solutions on the null planes, it need a new set
of coordinates as on the null planes hhhA,B as ξ, ξ′ blow up there. To this end, we define the null
coordinates (U, V, y, z):

U ≡ t− x , V ≡ t+ x . (2.35)

On hhhA, we have U = 0 and on hhhB V = 0. Thus, we can trade V for time direction on hhhA in the
global inertial coordinates, and U for time direction on hhhB. In other words V and U are Killing



2.2 The Unruh effect 17

parameter times on the null planes in global inertial coordinates. For simplicity we will refer to
them as “inertial time” coordinates.

Next, we must specify the Killing parameter time on the null planes in Rindler coordinates.
On hhhA ∪ hhhB, the boost Killing vector becomes

ba = V ∂aV − U∂aU . (2.36)

On these null planes we only need to specify a single coordinate which we will choose to be the
Killing parameter time. We call them v and u, the “accelerating time” coordinates, defined by
b(v) = 1 on hhhA and b(u) = 1 on hhhB. Thus, we have

b(v) = V
∂v

∂V
= 1 , (2.37)

and hence

v =
1

a
ln|V | . (2.38)

Since v grows in the direction of ba, for V > 0, v points in increasing time direction and vice
versa for V < 0. Likewise, the relation b(u) = 1 on hhhB yields

u = −1

a
ln|U | . (2.39)

Now consider a solution ψR,ω that is specified via initial data on Σ1 in the right Rindler
Wedge and vanishes in the left Rindler Wedge. Furthermore, we require this solution to oscillate
with a positive frequency ω > 0 with respect to the Rindler time in right Rindler Wedge (η inside
the wedge and u, v on hhhB,A null planes). By the above initial value formulation, it will then
remain positive frequency throughout the right wedge. Let fR,ω be its restriction on hhhA. Then
we have

fR,ω(V, y, z) = Θ(V )h(y, z)e−iωv(V ) . (2.40)

The Fourier transform with respect to V will allow us to identify the frequency content of this
solution in the global inertial H1 ∪ H̄1 decomposition of the Klein Gordon solution space. Let us
label the frequencies conjugate to t (or V on hhhA null plane) in this decomposition by σ. Then,
we have

f̂R,ω(σ, y, z) =
1√
2π

∫ ∞
−∞

dV e+iσV fR,ω(V, y, z) (2.41)

=
1√
2π
h(y, z)

∫ ∞
0

dV e+iσV exp
(
− iω

a
lnV

)
.

Next, we can use ψR,ω to write a solution in the left wedge by performing the “wedge reflection”
isometry (t, x, y, z)→ (−t,−x, y, z). Note that doing so maps solutions in HR to H̄L due to time
reversal. Then the restriction of negative frequency solutions in the left wedge on the same null
plane, hhhA is given by

f̄L,ω = Θ(−V )h(y, z)e−iωv(V ) = fR,ω(−V, y, z) . (2.42)
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Note that dispite the similarity with fR,ω, this is a negative frequency solution since it’s aligned
with ba (as opposed to −ba) in the left Rindler Wedge. Its Fourier transform with respect to V is
given by

ˆ̄fL,ω
(
σ, y, z

)
= f̂R,ω(−σ, y, z) , σ > 0 (2.43)

=
1√
2π
h(y, z)

∫ ∞
0

dV e−iσV exp
(
− iω

a
lnV

)
.

Next, to proceed further, we simplify the V integral in Eqs. (2.41) and (2.43) by rotating
the contours to be along positive and negative imaginary axes (so that the exponential eiσV

converges). To be able to do this, we choose the branch cut of the Logarithm to be along negative
real axis. Hence for V = +iy and y > 0 in the first integral the substitution

lnV =
iπ

2
+ lny , (2.44)

gives

f̂R,ω(σ, y, z) =
ie
πω
2a√
2π
h(y, z)

∫ ∞
0

dy e−σy exp
(
− iω

a
lny
)
. (2.45)

and setting V = −iy in Eq. (2.43) gives

ˆ̄fL,ω(σ, y, z) =
−ie

−πω
2a√

2π
h(y, z)

∫ ∞
0

dy e−σy exp
(
− iω

a
lny
)
. (2.46)

We immediately notice that the following linear combination vanishes for σ > 0:

e−
πω
a f̂R,ω(σ, y, z) + ˆ̄fL,ω(σ, y, z) = 0 (2.47)

Thus, conversely the function

F̂ω ≡ e−
πω
a f̂R,ω(−σ, y, z) + ˆ̄fL,ω(−σ, y, z) (2.48)

= e−
πω
a

ˆ̄fL,ω(σ, y, z) + f̂R,ω(σ, y, z) ,

vanishes for σ < 0, and is thus a purely positive frequency solution with respect to the inertial
time. Thus from this it follows that the solution in the entire spacetime obeys

Ψi = ψR,ωi + e−
ωi
a ψ̄L,ω , Ψi ∈ H1 , (2.49)

where ψR,ωi ∈ HR and ψ̄L,ωi ∈ HL. By repeating these arguments but starting with a negative
frequency solution in the right Rindler wedge and combining with the Wedge reflected solution
in the left Rindler Wedge, we can derive that the solution

Ψ′i = ψL,ωi + e−
ωi
a ψ̄R,ωi , Ψ′i ∈ H1 . (2.50)

is also purely positive frequency with respect to the inertial observer. Hence, in terms of the
projectors C and D defined above in Eq. (2.5) that project an element in H1 onto H2 ∪ H̄2, we
have

CΨi = ψR,ωi , CΨ′i = ψL,ωi , (2.51)

DΨi = e−
πωi
a ψ̄L,ωi , DΨ′i = e−

πωi
a ψ̄R,ωi ,
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Hence, we find that

DC−1ψR,ωi = e−
πωi
a ψ̄L,ωi , (2.52)

DC−1ψL,ωi = e−
πωi
a ψ̄R,ωi ,

Since {ψR,ωi} and {ψL,ωi} form a complete basis of H2 = HL ⊕HR, we have thus determined
the operator Ēab = DC−1 defined in Eq. (2.17). Note that the matrix

Ē(ωi)
ab = e−πωi/a

(
ψ̄L,ωi aψ̄R,ωi b + ψ̄L,ωi bψ̄R,ωi a

)
(2.53)

acting on ψaR,ωi yields

Ē(ωi)
ab ψaR,ωj = e−πωi/aψ̄L,ωi bψ̄R,ωi aψ

a
R,ωi (2.54)

= e−πωi/aψ̄L,ωi b ,

which is consistent with Eq. (2.52). In the first line we set the inner product of a left and right
solution to zero. The corresponding operator Ēab is then given by

Ēab =
∏
i

e−πωi/a
(
ψ̄L,ωi aψ̄R,ωi b + ψ̄R,ωi aψ̄L,ωi b

)
(2.55)

The operator above mixes the left and right frequency components of a given solution in the
accelerating frame weighted by the factor eπωi/a. The corresponding conjugate operator is given
by

Eab =
∏
i

e−
πωi
a 2

(
ψR,ωi

)(a(
ψL,ωi

)b)
, (2.56)

To proceed further, from Eq. (2.20), we see that

U |0〉1 =
∏
i

(
1, 0, e−πωi/a

1√
2

2ψ
(a
R,iψ

b)
L,i, 0, e

−2πωi/a

√
3 · 1
4 · 24ψ

(a
L,iψ

b
L,iψ

c
R,iψ

d)
R,i, 0, . . .

)
. (2.57)

On the other hand, from Eq. (1.30) we note that[
a†(ψL)

][
a†(ψR)

](
1, 0, . . .

)
=
(
0, 0,
√

2ψ
(a
L ψ

b)
R , 0, . . .

)
(2.58)

1√
2!

[
a†(ψL)

]2 1√
2!

[
a†(ψR)

]2(
1, 0, . . .

)
=
(
0, 0, 0, 0,

1

2

√
2 · 3 · 4ψ(a

L ψ
b
Lψ

c
Rψ

d)
R , 0, . . .

)
Thus, we have a very compact expression of of the action of U on the inertial vacuum state:

U |0〉1 =
∏
i

∞∑
n=0

e−
nπωi
a |ni,R〉 ⊗ |ni,L〉 (2.59)

where, following Eq. (1.20), |ni,R〉 describes a state with n particles with frequency ωi in the
right Rindler wedge, and correspondingly |ni,L〉 for the left Rindler Wedge. We press on further
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and calculate the density matrix for restriction of Minkowski vacuum in the right Rindler Wedge.
This is simply given by

ρR =
∏
i

∞∑
n=0

e−
2nπωi
a |ni,R〉〈ni,R| (2.60)

We have found something quite remarkable. Note that the n-particle state has energy nωi such
that the density matrix in Eq. (2.60) is simply the canonical ensemble of states with temperature

T =
a

2π
. (2.61)

Hence, the the Minkowski vacuum is seen as a thermal state by the accelerated observer!
Furthermore, from Eq. (2.59) we see that the state in left and right wedges are highly correlated:
An observer in one of the wedges will observe n particles if and only if n particles are observed in
the other wedge as well. The state in Eq. (2.59) is termed as the Thermofield double. Further
interesting details on Unruh effect can be found in Ref. [5].
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