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Green’s function in imaginary time domain

Original (orange), Max-Ents (blue) and 
Networks (green) approximated spectral 
density function 𝐴(𝜔)

(2020) Romain Fournier et al.
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Overfitting Real QMC 𝒢(𝜏) data

Artificial random generated 𝒢(𝜏) data
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Example Images

Spectral density function 𝐴(𝜔) [top] and Green’s function in imaginary time domain 𝒢 𝜏 [bottom] for 
truth [green] and approximated [orange] functions 



k-space Image
Predicted (network) 𝐴 𝜔 for different k. 
The color encodes the amplitude of 𝐴(𝜔)

Predicted (Max-Ent) 𝐴 𝜔 for different k. The color encodes the 
amplitude of 𝐴(𝜔). (F.F. Assaad et al. 2012)
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Comparison to 
Max-Ent

Over some (64) validation data, the difference 
between the predicted spectral density function and 
the expected one was

Wasserstein distance L1 Norm

Max-Ent 3.5 ± 1.7 ⋅ 10−3 (225 ± 94)

Network (2.0 ± 1.2) ⋅ 10−3 (125 ± 60)



What can we 
learn from this 
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Relevance (blue colorbar) for different values of 𝒢(𝜏) for 
the neural network
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Hubbard model


