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TAS5 Metadata document

Update: Preample

Added after discussions in the
CollabTools meeting yesterday

Preamble

The curation of data and the concept of the associated metadata are relevant for
all TAs in PUNCH4NFDI and, obviously, also very much relevant beyond our
own consortium for the whole of NFDI. A number of specific challenges arrive
with the focus on TA5, caused by the huge data streams and the needs for heavy
on-line processing. Solutions to address these challenges must not, however, be
designed in isolation of TA5 but must find the applicability also in other TAs, if
not now then certainly in the future. Vice-versa, concepts and implementations
in other TAs must be flexible enough to accommodate TA5 requirements in
the future. The aim of this document is therefore not to provide a general
and complete description of metadata in all fields of PUNCH sciences, but to
start a discussion of the relevant topics by highlighting some of the specific TA5
challenges. Consequently, the document is naturally biased towards TA5 needs
to convey our current thinking. That thinking will evolve with time as part of
a process including ongoing and future TA5 work and discussions with other
TAs. This document is a snapshot of this process.

- Sharpening of context, relations

to other TAs and scope
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TAS5 Metadata document

Update: Figures illustrating workflows

User filtering &

processing -

Calibration

Analysis 1

Experiment

Simulation /

Analysis 2

Trigger
/ Filter

< Reconstruction = Analysis 3

data \

Legend metadata Analysis N

Storage

Figure 2: General data processing graph for particle and astroparticle exper-
iments. Variations of the data flow and triggering scheme are possible. The
arrow width qualitatively indicates the data rate.
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Update: Figures illustrating workflows
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Figure 3: Current data processing pipeline of the LHCb experiment for proton-
proton collisions [6, 7]. Arrows indicate data flow, which are annotated with

event and data rates.
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Inter-TA-Meeting on April 26

Coordinates:

Wednesday, 26.04.2023, 09:00h

Indico: htips://indico.desy.de/event/38872/

Zoom: https://lus02web.zoom.us/j/83495109516?pwd=SVEzROxtejBJbnFpZHhQdW\VuS0d4dz09

Preparation:
Uploading of document as pdf to Indico today
Feedback of other TAs requested

Our contributions:

Short overview of document and scope

Summary of included references to PUNCH or NFDI
Discussion of needs for further coordination

Steps for possible publication - Participation/contribution of

many TAS colleagues wanted
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