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openPMD –the Open Standard for Particle-Mesh
Data

The Open Standard for Particle-Mesh Data (openPMD) is a F.A.I.R. metadata standard for tabular (parti-
cle/dataframe) and structured mesh data in science and engineering.
The poster shows the basic components of openPMD, its extensions to specific domains, applications from
laser-plasma physics, particle accelerators, material physics to imaging and the ability to bridge multiple het-
erogeneous scientific models with a commonly-understood markup.

The openPMD-api builds upon established portable I/O formats such as HDF5 and ADIOS2, enabling work-
flows that scale from single-user computers up to Exascale simulations, in-transit data processing, 3D visual-
ization, GPU-accelerated data analytics and AI/ML. openPMD links into the existing ecosystems of its scalable
I/O backends and extends them with tooling that understands the openPMD data markup.

TheHelmholtzMetadata Collaboration’s HELPMI project (Helmholtz Laser PlasmaMetadata Initiative) and its
objective to establish a F.A.I.R. format for data from Laser-Plasma experiments are presented. As a standard
originating from Laser-Plasma simulations, this topic is of high interest for openPMD and its role in the
processing of data from experimental acquisition systems.
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